
INAUGURAL - DISSERTATION

zur
Erlangung der Doktorwürde

der
Naturwissenschaftlichen-Mathematischen Gesamtfakultät

der
Ruprecht-Karls-Universität

Heidelberg

vorgelegt
von

Anamaria Bodea
aus Baia Mare, Rumänien

Tag der mündlichen Prüfung:
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Abstract

Although electricity is considered to be a commodity, its price behavior is remark-
ably different from most other commodities or assets on the market. Since power
cannot be physically stored, the storage-based methodology, which is widely used
for valuing commodity derivatives, is unsuitable for electricity. Therefore, new
approaches are required to understand and reproduce its price dynamics. Concur-
rently, the demand for derivative instruments has grown and new types of contracts
for energy markets have been introduced. Swing options, in particular, have at-
tracted an increasing interest, offering more flexibility and reducing exposure to
strong price fluctuations.
In this thesis, we propose a mean-reverting model with seasonality and double
exponential jumps which is able to accurately reproduce the behavior and main
peculiarities of electricity’s spot prices. With this model, we can characterize the
swing option value as a solution to a partial integro-differential complementarity
problem, which we solve numerically.

In the last part of the thesis, we present a more complex type of swing op-
tions, in which we include the volume flexibility. This formulation leads to a two-
dimensional Hamilton-Jacobi-Bellman (HJB) equation. By applying the method
of characteristics, this problem is simplified to a sequence of one dimensional HJB
equations, which is solved numerically by using a similar approach as before.

Zusammenfassung
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Chapter 1

Introduction

While most commodities may be properly modeled as traded securities, electricity
presents new challenges to the derivative pricing discipline due to its non-storability.
Thus, the characteristics of electrical generation and consumption are directly re-
flected in power spot prices: they indicate strong daily, weekly and annual seasonal
patterns, and short-lived price deviations (jumps) with strong mean-reversion. The
special features of the electricity prices brought on the need for new models and
methodologies for pricing options.

There have been various mathematical models developed in the literature to
simulate the electricity price dynamics. On the one hand, some of these processes
are too complicated for pricing derivatives. Their multitude of parameters in-
creases the complexity of the problem and drastically lengthens the computation
times. On the other hand, many approaches in the literature of swing pricing
use rather simple stochastic processes, like the Black-Scholes model, proposed by
Black and Scholes [18]. This model was designed for the stock prices and it is not
able to reproduce the mean-reversion, seasonality, price jumps or spikes, which are
fundamental characteristics of electricity’s behavior.

In this thesis, we model electricity prices as a sum of a deterministic seasonality
function and a mean-reverting process with double exponential jumps. These types
of jumps were introduced by Kou and Wang [65] for the modeling of interest rates.
The double exponential distribution is able to capture the positive and negative
jumps, which are also observed in electricity prices. The model we propose in
this thesis includes two additional and important features of the power prices:
mean-reversion and seasonality. Our simulation results will show that the model
can reproduce accurately the observed prices and that it can be used in valuating
swing options.

Swing options are very complex derivatives, that have lately attracted an in-
creasing interest. Developed for the energy markets, to reduce exposure to strong
price fluctuations, swing options give its holder the right to buy electric energy at
different times during the contract period, providing flexibility in the quantity to
be purchased. The main complexity in pricing these options derives from the fact
that the optimal decision of the option holder depends not only on the price of
electricity, but also on the quantity of energy previously bought and the number
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2 CHAPTER 1. INTRODUCTION

of remaining swing rights. Another challenge in pricing swing derivatives is that
they have no explicit solution, so numerical methods are needed to approximate
the solution.
In the first part of the thesis, we study swing options that do not include electricity’s
volume flexibility. This type of options are more often analyzed in the literature.
One of the earliest approaches to pricing such swing options was introduced by
Thompson [97]. He proposed a lattice based algorithm to price take-or-pay con-
tracts in a very simple framework. Jaillet, Ronnand and Tompaidis [59] extended
his work by investigating a multi-level lattice method for swing options, using a
mean-reverting process for the gas price. Kluge [64] studied the binomial forest
approach, by pricing on a finite grid using a jump-diffusion model with seasonality.
Due to the simplicity of the implementation, Monte Carlo methods also gained a
lot of interest in the analysis of swing options, see Ibanez [53] for example. Dörr
[37] and Cartea [24] used a least-squares Monte-Carlo algorithm to price swing
derivatives. In Chapter 4 we will have a closer look at these methods in the con-
text of swing option pricing.
In this thesis, we compute swing option values by using the finite difference method.
To our knowledge this method was first applied by Wegner [103] for valuating swing
options, using a stochastic mean-reversion model with seasonality. Dahlgren and
Korn [34] proposed later a more complicated type of swing option, considering
different recovery times between exercise rights. They showed that the pricing
problem can be transformed into a set of variational inequalities which can be
discretized by using finite differences and solved by iterative methods. Kjaer [63]
extended Dahlgren’s approach by modeling electricity prices as a jump-diffusion
process with seasonality. This formulation led to a partial integro-differential com-
plementarity problem (PIDCP) that was solved numerically by using finite differ-
ences. The challenging part arises here due to the jumps in the price process, which
introduce an integral term into the swing problem formulation. The discretization
of this term leads to a dense matrix, which is computationally very expensive.
Kjaer [63] applied the implicit-explicit Euler time discretization in which the dif-
fusion part was treated implicitly, while the integral part was treated explicitly.
We present a different approach for the integral term: using the double exponential
jumps in the model for the electricity prices, we are able to derive a recursion for-
mula for this term. Toivanen [98] developed a similar formula for the Kou model,
to study American option pricing. He showed that this formula has an optimal
computational cost and it can be used without any restrictions on non-uniform
grids.
As the solution of the PIDCP is not smooth, we will discuss the swing option
valuation within the framework of viscosity solutions. Using the penalty method,
we will replace the PIDCP by a nonlinear equation which we will be discretize
and then solve iteratively. The penalty method is able to handle nonlinearities
or the early exercise1 feature, and it has been successfully used in the context of
American option pricing problems, see among others d’Halluin et. al. [47], Forsyth
and Vetzal [41] or Toivanen [98]. This technique has never been used before in the

1Buying or selling the asset prior to the option’s expiration date.
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context of swing option pricing. We prove that the finite difference scheme and the
penalty iteration both converge to the unique viscosity solution of the PIDCP. We
present the numerical results and examine the behavior of the swing option value
in relation to changes in the model’s parameters.

In the last part of the thesis, we investigate the structure and numerical meth-
ods for a general swing contract, which includes electricity’s volume flexibility.
There are relatively few papers in the literature approaching this subject. Most of
them use dynamic programming and tree-based methods to find the swing values.
Lari-Lavassani et. al. [68] and later Jaillet et. al. [59] computed swing options with
global constraints by using the binomial tree method in a mean-reverting model.
Recently, Wahab et. al. [100], [101] developed a pentanomial lattice method to
evaluate swing options in gas and electricity markets under a regime switching
model for the spot price. Bardou et. al. [4] investigated a numerical integra-
tion method, the so-called optimal quantization, for pricing general swing options.
Barrera-Esteve et. al. [10] considered gas swing options with changeable amounts
and fixed exercise times. They worked under a forward market and extended the
least-squares Monte-Carlo approach to swing options with variable volumes. A
different approach was proposed by Keppo [62], who used a linear programming
method to price swing contracts with local and global volume constraints, in a
forward market.

We propose a new approach for the swing option problem with variable volume.
We will evaluate the price of the swing contract under the double exponential jump-
diffusion model which we will introduce in Chapter 3. Working on a spot, rather
than a forward market, is a more realistic endeavor, since swing options are influ-
enced by hourly price behaviors.
We will extend the numerical approach we had developed for swing options with
refraction time, to the general swing contracts. Solving these options numerically is
even more challenging due to the volume constraints in the problem’s formulation.
The introduction of these constraints adds a new state variable to the PIDCP. We
show that by using the method of characteristics it is possible to approximate this
PICDP by solving a series of one dimensional partial integro-differential equations.
This idea comes from the optimal tree harvesting decision problem, and this ap-
proach it has not been used previously in the pricing of swing options in electricity
markets. Thus, we can apply the penalty method, discretize the resulting nonlinear
problem by finite differences and solve it iteratively.
We also prove the existence of the viscosity solution to the penalized equation.
Moreover, provided that a strong comparison result holds, we show that the fi-
nite difference scheme converges to the unique viscosity solution by verifying the
stability, monotonicity and consistency of the scheme.
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Contributions and results

The main objective of this thesis is to develop a robust numerical method for pricing
swing options by using a model for electricity spot prices, that incorporates jumps,
mean-reversion and seasonality.

The main results of this thesis can be summarized as follows:

• We propose a mean-reverting double exponential jump-diffusion model with
seasonality for electricity spot prices, which is new in the context of swing
option valuation. The seasonality function incorporates the trend observed
in power prices, and the weekly, annual and semi-annual patterns. The cal-
ibration results show that the model is capable of fitting the market data
accurately.

• The swing contracts studied in the first part of this thesis include a refraction
period between two exercise rights. This means that the exercise dates are
not fixed in the contract, which gives more flexibility to the option holder.
This formulation is already a novelty in the literature of swing option pricing
under a seasonal jump-diffusion model.

• By using the mean-reverting double exponential jump-diffusion model for
the price, the swing pricing problem reduces to solving a partial integro-
differential complementarity problem (PIDCP). As there is no classical solu-
tion to this problem, we will prove all our results within the framework of
viscosity solutions. Starting from the American options valuation theory, we
are able to prove the existence and uniqueness of a viscosity solution for the
PIDCP which arises in the valuation of swing options.

• We transform the PIDCP into a nonlinear integro-differential equation us-
ing the penalty method. The resulting penalized equation is discretized by
finite differences and solved at each time step using the Newton iteration.
This procedure is a new contribution to swing pricing literature. We deter-
mine the conditions under which the discretized problem is monotone, stable
and consistent. According to Barles [5] that implies the convergence of the
scheme to the unique viscosity solution of the pricing equation. We also show
that the penalized iteration is convergent. We implemented this approach in
MATLAB and computed the price of the swing option for different parameter
values.

• Due to the jumps in the price model, we have to deal with a non-local in-
tegral term in the PIDCP formulation. We approximate this integral using
a recursion formula, which can be efficiently used in the numerical approach
described above.

• The second type of swing options we study in this thesis include volume
constraints in their formulation. In this case, we will have to deal with a
PIDCP with two state variables, the price and the quantity. Applying the
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method of characteristics, it is possible to approximate this PIDCP by solving
a series of one dimensional partial integro-differential equations. In this way,
we can extend the numerical approach we had developed for swing options
with refraction times to the general swing contracts.

• We apply the penalty method and prove the existence of the viscosity solu-
tion in the penalized equation. Provided a strong comparison result holds,
we show that the finite difference scheme converges to the unique viscos-
ity solution by verifying the stability, monotonicity and consistency of the
scheme.

Structure of the thesis

The rest of the thesis is organized as follows.
Chapter 2 gives an introduction to financial derivatives and option pricing. Then
we present some mathematical notions needed during this thesis.

In Chapter 3 we introduce the mean-reverting double exponential jump diffusion
model which we will use for pricing swing options. We will begin with a short
introduction to electricity markets and present the characteristics of the prices.
We will show that the stochastic model we propose, is able to capture the main
features observed in the electricity prices. We calibrate the model parameters using
data from two European energy markets. The simulation results will be presented
in the end of the chapter and they show that the model can reproduce the observed
prices accurately.

The valuation of swing contracts with a refraction period between two exercise
rights is discussed in Chapter 4. These options give their holder more flexibility
during the contract period, by not fixing the exercise rights beforehand.
We show that the pricing problem under the double exponential jump diffusion
model can be related to a partial integro-differential complementarity problem
(PIDCP). We prove existence and uniqueness of the viscosity solution to this prob-
lem and then solve it numerically. We apply the penalty method, that transforms
the PIDCP into a nonlinear integro-differential equation which is discretized by
finite differences. The solution of this problem is then found iteratively at each
timestep. We prove the convergence of the finite difference scheme and of the
penalty iteration to the unique viscosity solution of the PIDCP. In the end we
present the numerical results for this approach and test the behavior of the swing
prices by varying the model parameters.

In Chapter 5 we will focus on more complex swing options, which also include
volume constraints. Their formulation leads to a partial integro-differential com-
plementarity problem with two state variables, the spot price and the quantity. We
apply the method of characteristics and reduce this problem to a PIDCP with one
state variable. In this way, we are able to apply the same numerical approach as
in the previous chapter and solve the penalized problem iteratively.

In Chapter 6 the main results are recapitulated and conclusions are drawn.
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Chapter 2

Financial and mathematical
backgrounds

In this chapter we present the essential financial and mathematical concepts in-
volved in the modeling and pricing of financial derivatives, in particular of swing
options. The results are stated primarily without proofs, but the interested reader
can find them in the references presented at the beginning of each section.

In this thesis we study the pricing of swing options in electricity markets. This
problem leads to an optimal multiple stopping problem, that has a linear com-
plementarity formulation. In this chapter we provide the main results from the
optimal stopping theory and show its equivalence to an optimal stopping- linear
complementarity problem. Our starting point will be the American options, since
they are a particular case of swing options.

In the second part of this chapter we present the mathematical formulation
of the jump processes. The motivation for doing so comes from the model for
electricity prices proposed in Chapter 3, which includes jumps in its formulation.
We will derive the main properties of the jump processes and present the methods
for pricing and hedging in jump-diffusion markets. We will then give the partial-
integro complementarity formulation for American options. As the solution of this
type of problems is generally known not to be smooth, the notion of viscosity
solutions is required. Thus, we close this chapter by introducing some results from
the viscosity solution theory.

2.1 Introduction to financial derivatives

In this section we will give a short introduction to financial markets and the most
important types of derivative securities. For a more detailed description we refer
to Hull [52], Neftci [80] and Seydel [93].

Financial transactions can occur in a huge variety, but they always need to take
place in some financial markets. Financial markets allow people to trade securities
(such as stocks and bonds) or commodities (such as precious metals or agricultural

7



8 CHAPTER 2. FINANCIAL AND MATHEMATICAL BACKGROUNDS

goods) at low transaction costs and at prices that reflect the efficient market hy-
pothesis.

The broadest way to characterize the financial markets is to distinguish between
the exchanges (where the products are standardized) and over-the-counter (OTC)
markets (where the investors can negotiate freely the terms of the contract).

The most important types of financial markets are categorized as follows.

• Capital markets, which consist of stock and bond markets

• Insurance markets, which facilitate the redistribution of various risks.

• Currency or foreign exchange markets, which facilitate the trading of foreign
exchanges.

• Commodity markets, where physical assets as oil, gold or energy are traded.

• Derivatives markets, which provide instruments for the management of finan-
cial risk: options, forwards, futures and swaps.

We will introduce next the basic concepts and definitions which we will need in
this thesis.

Definition 2.1.1. A derivative security, or a contingent claim, is a financial
instrument whose value is completely dependent on the price of the underlying asset
in a fixed range of times within the interval [0,T], where T is the expiry date.

Remark 2.1.1. The underlying asset refers to any market security such as stock,
currency, bond or commodity.

The major derivative securities in financial markets are options, forwards, fu-
tures contracts and swaps. We will present here the main characteristics and defi-
nitions of these securities.

Definition 2.1.2. An option is a financial tool that gives its holder the right,
but not the obligation, to make a transaction at a given time for a given price. In
particular, a call option allows its owner to buy and a put option to sell its
underlying asset, at a certain time t, for a fixed strike price.

There are two main groups of options on the market:

• Standard (vanilla) options, which are actively traded on an exchange, and
whose value may be determined by looking up their price on the market (for
example: European, American options);

• Exotic options, which are specially designed to fit the needs of the clients.
There is no active market for them, so their value is computed by using a
model to determine the premium (for example: lookback, basket, Asian or
swing options). These types of derivatives are usually much more profitable
than the vanilla products.
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In this chapter we will present properties and definitions of vanilla types of options.
Exotic options, and in particular swing options, will be discussed in more detail in
Chapter 4.

As stated in the definition, an option is an agreement between two parties: one
party is the writer, often a bank, who fixes the terms of the option contract and
sells the option; the other party is the holder, who purchases the option, paying
the market price, which is the premium or option price (Seydel [93]).
We will denote by V the price of the option, which depends on the underlying asset
S and on the time t. T is known as the maturity or expiration of the option, and
by K we denote the previously agreed price of the contract called strike or exercise
price. It is important to note that the holder is not obligated to exercise (i.e. to
buy or to sell the asset according to the terms of the contract).

In the case of a call option, at the maturity date, for spot prices below the strike
price, the holder lets the option expire worthless, forfeits the premium, and buys
the asset in the spot market. For asset prices greater than K, the holder exercises
the option, buying the asset at K and has the ability to immediately make a profit
equal to the difference between the two prices.
The payoff of a call option is plotted in Figure 2.1 and can be described mathe-
matically as follows

V (S, t) = max(S −K, 0) := (S −K)+.

  
Spot

V

0
K

  
Spot

V

0
K

Figure 2.1: Payoff to Call (left) and Put Option (right).

In the case of a put option, the payoff function is plotted in Figure 2.1 and it
can be written as

V (S, t) = max(K − S, 0) := (K − S)+.

It is not easy to compute the fair value of an option for t < T , as we will show
later. But it is an easier task to determine the terminal value of V at expiration
time T . This is the simplest option on the market, called European option.

Definition 2.1.3. An option which can only be exercised at the maturity of the
contract is called European option.
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A more complicated type of vanilla options is the American option.

Definition 2.1.4. An American option can be exercised at any time prior to
the maturity date t 6 T .

The possibility of early exercise makes American options more valuable than
similar European options. Later in this chapter we will give the mathematical
formulation and main challenges in pricing American options.

The next types of derivative securities which we will present in this section are
the forwards and futures.

Definition 2.1.5. A forward contract, or simply forward, is an agreement be-
tween two parties to buy or to sell an asset at a specified future point in time, for
a certain price, which is agreed today.

Definition 2.1.6. A futures contract, or simply futures, is a standardized con-
tract traded on exchange, to buy or sell asset at a certain date in the future, at a
specified price.

Although forwards and futures are similar, there are still some important dif-
ferences between them: firstly futures are traded on exchange, whereas forwards
contracts trade between individual institutions. Secondly, the cash flows of the
two contracts occur at different times: forwards are settled once at maturity, while
futures are daily marked with cash flows passing between the long and the short
position to reflect the daily future price change (Clewlow et. al. [28]).

It should be emphasized that an option gives the holder the right, but not the
obligation to take an action. This is what distinguishes options from forwards and
futures, where the holder is obligated to buy or to sell the underlying asset.

We will close this section with another important class of derivative securities,
the swaps.

Definition 2.1.7. A swap is the simultaneous selling and purchasing of cash flows
involving various currencies, interest rates, and a number of other financial assets.

The most usual swaps on the market are the currency swaps (exchange curren-
cies) and interest rate swaps.

2.2 Mathematical backgrounds

In order to present the main results for stochastic processes, we recall at the be-
ginning of this section some basic concepts and definitions, which can be found in
several books, among others we mention Protter [88], Seydel [93] and Pham [84].

Definition 2.2.1. A filtration on the probability space (Ω,F ,P) is an increasing
family F = (Ft)t∈T of σ-fields of F : Fs ⊂ Ft ⊂ F for all 0 6 s 6 t.

The time interval T is either finite T = [0, T ], 0 < T <∞, or infinite T = [0,∞).
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Remark 2.2.1. We say that a filtration F = (Ft)t∈T satisfies the usual conditions
if it is right continuous

Ft+ := ∩s>tFs = Ft, ∀t ∈ T

and if it is complete.

Definition 2.2.2. A process (Xt)t∈T is adapted (with respect to F) if for all t ∈ T,
Xt is Ft-measurable.

Ft can be interpreted as the available information up to time t, and if we want
to characterize an event by its arrival time τ(ω), occurred or not before time t,
given the observation in Ft, the notion of stopping time has to be introduced.

Definition 2.2.3. A random variable τ : Ω → (0,∞] is a stopping time (with
respect to the filtration F) if for all t ∈ T

{τ 6 t} := {ω ∈ Ω : τ(ω) 6 t} ∈ Ft.

We also note that if τ1 and τ2 are two stopping times, then τ1 ∧ τ2, τ1 ∨ τ2 and
τ1 + τ2 are stopping times.

Definition 2.2.4. An adapted process (Xt)t∈T is a supermartingale if
E[|Xt|] <∞ for all t ∈ T, and

E[Xt|Fs] 6 Xs, a.s. for all 0 6 s 6 t, s, t ∈ T.

X is a submartingale if −X is a supermartingale; X is a martingale if it is
both a sub- and supermartingale, i.e. E[Xt|Fs] = Xs a.s. .

2.2.1 Stochastic processes

Definition 2.2.5. A continuous stochastic process St = S(·, t), t > 0 is a family
of random variables S : Ω× [0,∞)→ R with t 7→ S(ω, t) continuous for all ω ∈ Ω.

Definition 2.2.6. A stochastic differential equation (SDE) is an equation in
which one or more of the terms is a stochastic process, thus resulting in a solution
which is itself a stochastic process. A one factor SDE has the following form

dSt = µ(St, t)dt+ σ(St, t)dWt

or more precisely, written in integral form, we have

St = S0 +

∫ t

0

µ(Su, u)du+

∫ t

0

σ(Su, u)dWu,

where µ is the drift of the stochastic process, σ is the volatility, and dWt is a
standard Wiener process.
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One of the most important properties of stochastic differential equations is that
their solutions exhibit the Markov property.

Definition 2.2.7. A continuous time stochastic process St = S(t), (t > 0) is called
a Markov process if it satisfies

P(S(tn+1) ∈ B|S(t1) = s1, ..., S(tn) = sn) = P(S(tn+1) ∈ B|S(tn) = sn),

for all Borel subsets B ∈ R, 0 < t1 < ... < tn < tn+1, and all states s1, ..., sn ∈ R.

A stochastic process has the Markov property if at the present time, the future
is independent of the past.

In other words, only the present value of a variable is relevant for predicting the
future; the past history of the variable and the way that the present has developed
from the past, are irrelevant.
These processes play an important role in the financial literature due to the fact
that the stock prices are usually assumed to follow a Markov process.

We continue by introducing the Wiener process, which is a cornerstone of the
financial modeling literature.

The Wiener process

Definition 2.2.8. A stochastic process W = {Wt, t ∈ R+} is called a Wiener
process or Brownian motion if the following conditions hold

• W0 = 0.

• Wt has independent increments, i.e. if r < s 6 t < u then Wu − Wt and
Ws −Wr are independent stochastic variables.

• Wt is Normal distributed under P with mean 0 and variance t.

• Wt is continuous in t > 0.

It follows that dWt has the following properties, which are used extensively in
the calculus of stochastic processes

• E[dWt] = 0, E[(dWt)
2] = dt.

• V ar[dWt] = dt.

• (dWt)
2 = dt.

• dWtdt = 0.

• (dt)2 = 0.

The proof of these assumptions can be found for example in Levy [69].
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2.2.2 Itô’s Lemma

Consider a differentiable function of a stochastic variable S = {St, t ∈ R+} that is
driven by a Wiener process described by the equation

dSt = µStdt+ σStdWt, (2.1)

where the drift µ and volatility σ are constant.
From Taylor’s theorem, we have

f(St + dSt) = f(St) + dStf
′(St) +

(dSt)
2

2
f ′′(St) + ...

...+
(dSt)

n−1

(n− 1)!
f (n−1)(St) +

(dSt)
n

n!
fn(St).

As the process St is described by the equation (2.1), it holds

(dSt)
2 = µ2dt2 + σ2(dWt)

2 + 2µσdtdWt = σ2(dWt)
2 = σ2dt. (2.2)

Therefore

df(St) = f ′(St)dSt +
1

2
St(dSt)

2.

next we extend this result to the case of a function f(St, t) which contains two
variables St and t, of which St is a stochastic process

df(St, t) =
∂f

∂t
dt+

∂f

∂St
dSt +

1

2

(
∂2f

∂S2
t

dS2
t +

2∂2f

∂St∂t
dStdt+

∂2f

∂t2

)
.

We can set (dt)2 = 0 and dStdt = 0. Therefore, the equation becomes

df(St, t) =
∂f

∂t
dt+

∂f

∂St
dSt +

1

2

∂2f

∂S2
t

dS2
t .

Now if we consider the process described by equation (2.1) and use (2.2) we arrive
to Itô’s lemma.

df(St, t) =

(
∂f

∂t
+ µSt

∂f

∂St
+

1

2
σ2S2

t

∂2f

∂S2
t

)
dt+ σSt

∂f

∂St
dWt. (2.3)

Two-dimensional Itô’s formula

In the previous section we have established Itô’s formula in the univariate case.
In some cases the function f(·) may depend on more than one stochastic variable.
Then a multivariate version of Itô’s lemma has to be used.

As we will only deal with bivariate examples in this thesis, we present the
lemma for this framework, but the formula can be easily extended to higher-order
systems.
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Suppose we have two stochastic processes St and Xt, and a continuous, twice-
differentiable function, which we denote by f(St, Xt, t).
The the bivariate Itô’s Lemma states

df(St, Xt, t) =
∂f

∂t
dt+

∂f

∂St
dSt +

∂f

∂Xt

dXt +

+
1

2

∂2f

∂S2
t

dStdSt +
1

2

∂2f

∂X2
t

dXtdXt +
∂2f

∂St∂Xt

dStdXt.

(2.4)

A proof for this formula can be found in Neftci [80].

Next we present one of the most important application of Itô’s Lemma (2.3) in
the financial literature, the Black-Scholes equation.

2.2.3 The Black-Scholes equation

The Black-Scholes formula transforms the pricing problem into a partial differential
equation (PDE) with a final boundary condition.
Fisher Black, Myron Scholes and Robert Merton developed this revolutionary for-
mula, and because of its theoretical and practical applications in the financial
theory, they were rewarded with the Nobel Prize in Economics in 1997.

We will now derive the fundamental partial differential equation (PDE) for
pricing European options. Following the approach proposed by Black and Scholes,
the following assumptions hold:

• The asset pays no dividends.

• There are no-arbitrage1 possibilities (the market is arbitrage free).

• Options can be exercised only at maturity.

• Trading takes place continuously in time.

• The riskless interest rate and volatility are constant over time.

• There are no transactions costs and no taxes.

We assume that the price process St = S evolves according to a geometric Brownian
motion

dSt = µStdt+ σStdWt, (2.5)

where the drift µ and volatility σ > 0 are constant and Wt is a Wiener process.
Now we consider a European call option, characterized by its payoff (K − ST )+ at
maturity T and strike price K. Let V = V (S, t) be the value of the call option,

1There are no possibilities that one can make a win without taking any risk.
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which is a function of the spot price at time t. Assuming V is smooth, we get by
Itô’s lemma (2.3)

dV =
∂V

∂t
dt+

∂V

∂S
dS +

1

2
σ2S2∂

2V

∂S2
dt =

=

(
∂V

∂t
+ µS

∂V

∂S
+

1

2
σ2S2∂

2V

∂S2

)
dt+ σS

∂V

∂S
dWt.

At the expiration date of the option, we have V (ST , T ) = (K−ST )+, and for t < T ,
we consider a portfolio Π consisting of one unit of the derivative plus a number ∆t

of underlying stock sold; the optimal value of ∆t will be determined later.
The portfolio value is then equal to

Πt = V (S, t)−∆tS (2.6)

and its change in dynamics is given by

dΠt =

(
∂V

∂t
+ µS

∂V

∂S
+

1

2
σ2S2∂

2V

∂S2
−∆tµS

)
dt+ σS

(
∂V

∂S
−∆t

)
dWt.

The random component in the evolution of the portfolio Π may be eliminated by
choosing

∆t =
∂V

∂S
.

This results in a portfolio with deterministic increment

dΠt =

(
∂V

∂t
+

1

2
σ2S2∂

2V

∂S2

)
dt.

Now using the arbitrage free arguments, the rate of return of the riskless portfolio
Π must be equal to the interest rate r

∂V

∂t
+

1

2
σ2S2∂

2V

∂S2
= rΠ.

Substituting, we have

∂V

∂t
+ rS

∂V

∂S
+

1

2
σ2S2∂

2V

∂S2
= rV. (2.7)

This PDE is called the Black-Scholes equation, and together with the terminal
condition V (S, T ) = (K − ST )+ it is a linear parabolic Cauchy problem, whose
solution is analytically known. Moreover, this formula can be computed as an
expectation

V (S, t) = EQ [e−r(T−t)(K − ST )+|St = S
]
, (2.8)

where EQ is the expectation under the risk neutral probability Q.

Remark 2.2.2. In the mathematical literature, rS ∂V
∂S

is the so-called convection

term, 1
2
σ2S2 ∂2V

∂S2 is the diffusion term and −rV is the reaction term. The equation
(2.7) is then a convection-diffusion PDE.
In the financial literature, ∂V

∂S
denotes the option delta, ∂2V

∂S2 is the option gamma,
and ∂V

∂t
is the option theta. They are called in general the greeks and give informa-

tion about different dimensions of risk in the option.
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The Black-Scholes equation has an analytical solution only in a few cases, like
for example a European call/put option. For most of the applications, this partial
differential equation has no such solution. In these cases, the solution must be
calculated numerically.

In the next section we will take a closer look on the problem of American option
valuation, for which the Black-Scholes equation doesn’t have an analytical solution.
We show that this problem can be related first to an optimal stopping- and then
to a linear complementarity problem.
For the sake of completeness, we will start with some basic properties and defini-
tions from the optimal stopping theory.

2.3 Optimal stopping in continuous time

We will start this section by summarizing the most important results and notions
from the theory of optimal stopping in continuous time with a finite horizon.
The main references for this section are the work of Karatzas and Shreve [61],
Musiela and Rutkowiski [75], Lamberton [67] and Shiryayev [95].

We consider as before a probability space (Ω,F ,P) equipped with a filtration
F = (Ft)t>0 which satisfies the usual conditions (see Remark 2.2.1).
We denote by T the set of all stopping times with respect to the filtration F and
introduce the following subsets of T

Tt,T = {τ ∈ T |P(τ ∈ [t, T ]) = 1} , 0 6 t 6 T <∞ (2.9)

Tt,∞ = {τ ∈ T |P(τ ∈ [t,+∞)) = 1} , t > 0. (2.10)

We consider throughout this chapter that the process Y = (Yt)t>0 is adapted,
right-continuous and it satisfies

Yt > 0 and E
(

sup
t>0

Yt

)
<∞, ∀t > 0. (2.11)

We introduce the following optimal stopping problem:

Problem (P) for t ∈ [0, T ] we want to find the value of

Z0 = sup
τ∈T0,T

E[Yτ ] (2.12)

and an optimal stopping time τ ∗t ∈ T0,T for which the supremum in (2.12) is at-
tained, if such an stopping time exists.
For each stopping time θ ∈ T0,T we introduce the random variable

Zθ = ess sup
τ∈Tθ

E[Yτ | ∈ Fθ]

where Tθ = {τ ∈ T0,T : τ > θ}.
We introduce next two useful notions for this section:
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Definition 2.3.1. The process (Yt)t>0 is called

• regular if for every τ ∈ T0,∞, Yτ is integrable and for every nondecreasing
sequence (τn)n∈N of stopping times with τ = limn→∞ τn we have

lim
n→∞

E(Yτn) = E(Yτ ).

• of class D if the family (Yτ )τ∈T0,∞ is uniformly integrable.

The main tool for solving optimal stopping Problem (P) is the concept of Snell
envelope of the process Y .

Definition 2.3.2. For t > 0 let Ut = ess supτ∈Tt,∞ E[Yτ |Ft] with the following
properties:

• The process (Ut)t>0 is a supermartingale.

• E[Uτ ] = Zτ a.s. for every τ ∈ T0,T .

• U admits a right-continuous modification.

Then the right continuous modification of U is called Snell envelope of Y .

Remark 2.3.1. If the essential supremum (ess sup) is taken over a countable num-
ber of random variables or over expectations, it coincides (a.s.) with the supremum.
Therefore U0 = supτ∈T0,T E[Yτ ]. Also by definition we have UT = YT .

Proposition 2.3.1. The Snell envelope U is the smallest right-continuous super-
martingale majorant of Y and for any t ∈ [0, T ], τ ∈ Tt,T we have

E[Uτ |Ft] 6 Ut.

Proof: see Lamberton [67].

�

Next we will present a characterization of optimal stopping times and an important
result in the literature on stochastic process theory, the Doob-Meyer decomposition
theorem.

Theorem 2.3.1. Characterization of optimal stopping times
A stopping time τ ∗ ∈ T0,T is optimal if and only if

• Uτ∗ = Yτ∗ a.s. .

• The stopped supermartingale {Uτ∗∧t , 0 6 t 6 T} is a martingale.

Proof: see Karatzas and Shreve [61].

�
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Theorem 2.3.2. If Y = (Yt)t>0 satisfies (2.11) and Theorem 2.3.1, then

τ ∗ = inf{t ∈ [0, T ]|Yt = Ut}.

Proof: see Lamberton [67].

�

Theorem 2.3.3. The Doob-Meyer decomposition
Let U = (Ut)t>0 be a right-continuous supermartingale of class D. There exists a
martingale (Mt)t>0 and a nondecreasing right-continuous predictable process A =
(At)t>0 with A0 = 0, which are unique up to indistinguishability, and uniformly
integrable, such that

Ut = Mt − At, t > 0.

Moreover, if U is a regular process, the process A has continuous paths with prob-
ability one.

Proof: see Karatzas and Shreve [61].

�

The following theorem is a characterization of the Snell envelope in terms of its
Doob-Meyer decomposition, and it is the result which establishes the relation be-
tween optimal stopping problems and variational inequalities, as we will show later
in this chapter.

Theorem 2.3.4. Assume that the process (Yt)06t6T is regular. Let Û = (Ût)06t6T

be a regular, right-continuous supermartingale of class D, with Doob-Meyer decom-
position Û = M̂ − Â. Û is the Snell envelope of Y if and only if the following
conditions are satisfied

• Û > Y .

• ÛT = YT a.s. .

• For every t ∈ [0, T ], Ât = Âτ̂t where τ̂t = inf
{
s > t | Ûs = Ys

}
.

Proof: see Lamberton [67].

�

Next we turn our attention to American options, and show that they can be formu-
lated as an optimal stopping and a free boundary value problem. One of the earliest
works to examine the relationship between the early exercise feature and optimal
stopping problems was the paper by McKean [76]. For a detailed presentation of
this issue we also refer to Musiela and Rutkowiski [75].
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American options: from optimal stopping to free boundary
value problems

We will only consider put options from now on during this thesis, but in the case
of call options everything works in a similar way.
The price of an American put option at time t ∈ [0, T ) for a spot price St ∈ R+ is
given by

V (S, t) = sup
τ∈Tt,T

EQ [e−r(τ−t)(K − Sτ )+|St = S
]
, (2.13)

with V (S, T ) = (K − ST )+.
As before, we denote by Tt,T the set of all stopping times in [t, T ] and we denote
for the rest of the chapter by φ(S) = (K − St)+ the profit (or payoff) attached to
exercising the option at time t.
During the lifetime of an American put option the investor chooses a time τ when to
exercise. Since at time t he can only use the information Ft, τ should be modelled
as stopping time. Consequently, we have an optimal stopping problem and the
buyer of the American option has to choose a stopping time in Tt,T .

From the general results for optimal stopping we have V (S, t) > φ(S) and the
optimal stopping time for problem (2.13) is

τ ∗t = inf{l ∈ [t, T ] | V (SS,tl , l) = φ(SS,tl )}. (2.14)

During this thesis we will use the notation SS,tl for Sl whenever we need to emphasize
the dependence of the process S on its initial conditions.
Thus, the solution of the American option pricing is then implicitly determined by
(2.13) and (2.14).

Remark that V (0, t) = K and there exists a critical price Sfb(t), below which
the American put option should be exercised early

• If S > Sfb then V (S, t) > φ(S).

• If 0 6 S 6 Sfb then V (S, t) = φ(S).

Thus the domain R+ × [0, T ) is divided by the optimal-stopping boundary
{(Sfb(t), t), t ∈ (0, T ]} into the continuation region and the stopping region

C = {(x, t) ∈ R+ × [0, T )) | S > Sfb}, (2.15)

S = {(x, t) ∈ R+ × [0, T )) | S 6 Sfb}. (2.16)

In other words, Sfb marks the boundary between two regions: in one side one
should hold the option and in the other side one should exercise it. Sfb is called
free boundary and the problem of finding the value V (S, t) for S > Sfb is called
free boundary-value problem.

The free boundary must be determined in addition to the option price, from
the following conditions:
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• The value function V is smooth in the continuation region C and Sfb is a
nondecreasing function on [0, T ) with

lim
t→T

Sfb(t) = K,

• Furthermore, we have

lim
S→Sfb

V (S, t) = K − Sfb, ∀t ∈ [0, T ) (2.17)

lim
t→0

V (S, t) = (K − S)+, ∀S ∈ R+

lim
S→∞

V (S, t) = 0, ∀t ∈ [0, T ).

• In order to ensure that the process (e−r(T−t)V (St, t))06t6T is the Snell envelope
of the discounted payoff process (e−r(T−t)φ(S))06t6T , we impose

∂V

∂t
+ rS

∂V

∂S
+

1

2
σ2S2∂

2V

∂S2
− rV 6 0,

so that we have a supermatingale. Taking in account the conditions of the
Theorem 2.3.4 we have

V (S, t) > (K − S)+

V (ST , T ) = φ(ST )

and in the continuation region C

∂V

∂t
+ rS

∂V

∂S
+

1

2
σ2S2∂

2V

∂S2
− rV = 0.

• The next condition, known in the theory of optimal stopping as the principle
of smooth fit, is reffering to the differentiability of the option price across the
boundary Sfb

∂V

∂S
(Sfb, t) = −1.

Summarizing, we obtain the result characterizing the American put options as
the solution of a free boundary value problem.

Theorem 2.3.5. Let V : R+ × [0, T ]→ R be a nonincreasing and convex function
and Sfb : [0, T ) → R, 0 6 Sfb 6 K. Then the value function V of the American
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put option is the unique solution of the following free boundary value problem

V (S, t) = K − St, for S < Sfb

∂V

∂t
+ rS

∂V

∂S
+

1
2
σ2S2∂

2V

∂S2
− rV < 0, for S < Sfb

V (S, t) > (K − St)+, for S > Sfb

∂V

∂t
+ rS

∂V

∂S
+

1
2
σ2S2∂

2V

∂S2
− rV = 0, for S > Sfb

lim
S→Sfb

V (S, t) = K − Sfb, ∀t ∈ [0, T )

lim
S→Sfb

∂V

∂S
(Sfb, t) = −1, ∀t ∈ [0, T )

V (S, T ) = (K − ST )+. ∀S ∈ R+.

Proof: see McKean [76] and Jacka [57].

�

It is almost always impossible to find an explicit solution to a free boundary prob-
lem, so the way of solving is to construct robust numerical methods for their com-
putation. The difficulty of dealing with free boundaries give rise to a reformulation
of the problem in order to eliminate the explicit dependence on this boundary.
A simple example of such a reformulation is the so-called linear complemen-
tarity problem, in the context of the obstacle problem. These problems have a
linear complementation formulation which lead to efficient and accurate numerical
solution schemes.

We will introduce next the obstacle problem and its linear complementarity
formulation. A detailed presentation of the problem can be found for in Wilmott
[106] or in Seydel [93].

The obstacle problem and the linear complementarity formulation

An obstacle problem arises when an elastic string is held fixed at two ends, x0 and
x1, and passes over a smooth object, as showed in the next plot.

Figure 2.2: The obstacle problem.
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Let a function g ∈ C2(R) represent the obstacle, with x ∈ R and g′′(x) < 0. Let
u ∈ C1[x0, x1] be the stretched function and for simplicity let u(x0) = u(x1) = 0.
Moreover, a and b are initially unknown and on the interval [a, b], g and u coincide,
and everywhere else u > g. Thus, we can write the obstacle formulation as a free
boundary-value problem

x0 < x < a → u > g and u′′ = 0

a < x < b → u = g and u′′ = g′′

b < x < x1 → u > g and u′′ = 0.

This situation manifests complementarity in the following sense

if u > g then u′′ = 0

if u = g then u′′ < 0.

Hence the obstacle problem can be reformulated (equivalently) as a linear comple-
mentarity problem (LCP) 

u′′(u− g) = 0

u′′ > 0

u− g > 0

u(x0) = u(x1) = 0.

(2.18)

Now we can state the linear complementarity formulation for an American put
option, with (S, t) ∈ R+ × [0, T ]

∂V

∂t
+ rS

∂V

∂S
+

1
2
σ2S2∂

2V

∂S2
− rV 6 0

V > φ

(V − φ)
(
∂V

∂t
+ rS

∂V

∂S
+

1
2
σ2S2∂

2V

∂S2
− rV

)
= 0

V (T ) = φ(T )

where φ(S, t) = (K − S)+.

A proof of existence and uniqueness of the solution for this system is based on
the work of Bensoussan and Lions [12], who proved regularity of the solutions to
variational inequalities. Jaillet [58] showed later existence and uniqueness of the
solution to the system of variational inequalities for American options.
In Chapter 4 we will give an overview of the numerical methods for linear comple-
mentarity problems.

As we have stated in the introduction, electricity prices present sometimes huge
upward movements, followed by drops of almost the same amplitude. This behavior
is modeled in the financial literature as a jump process, and will be introduced it
in the stochastic model for the electricity price.
In the next section we will discuss general types of jump-diffusion models, derive the
main properties and present the methods for pricing and hedging in these markets.
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2.4 Introduction to jump-diffusion

Jump-diffusion models are a particular class of Lévy processes. We will not present
here the general theory for Lévy processes, we will rather concentrate on the spe-
cific aspects of jump-diffusion.
The main definitions and results presented in this section can be found in Rung-
galdier [92], Cont and Tankov [29] and Bermaud [15].

The following processes are defined on a probability space (Ω,F ,P) with a
filtration Ft, to which the processes are adapted.

Definition 2.4.1. A point process describes events that occur randomly over
time and it can be represented as a sequence of nonnegative random variables

0 = U0 < U1 < U2 < · · ·

where the generic Un is the n-th instant of occurrence of an event.

This process may equivalently be represented via its associated counting process
Nt, which counts the number of events up to and including time t, with Nt <∞

Nt = n if t ∈ [Un, Un+1), n > 0 or Nt =
∑
n>1

1{Un6t}.

Definition 2.4.2. A point process Nt is called Poisson process if

• N0 = 0.

• Nt is a process with independent increments.

• Nt−Ns is a Poisson random variable with a given parameter λ, called inten-
sity.

A Poisson process has the following important properties:

• The probability of a jump in an interval ∆ is λ∆ +O(∆).

• The probability of two or more jumps in an interval of length ∆ is O(∆).

• The Poisson distribution is given by p(x, λ) =
e−λλx

x!
,

where x = 0, 1, 2, ... represents the number of occurrences of an event.

If we take a look at the above characterization of the Poisson process and at the
definition of a Wiener process (Definition 2.2.8) we can state the following remarks.

• Both are processes with independent increments.

• The increments of a Wiener process are normally distributed, while those of
a Poisson process are Poisson distributed.
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• The Wiener process is the basic building block for processes with continuous
trajectories, while the Poisson process is the basic block for processes with
jumping trajectories.

• The Wiener process is itself a martingale, while a Poisson process is not.

Nevertheless, we will show in the next theorem that the Poisson process can become
a martingale, by subtracting a proper ”mean”.

Theorem 2.4.1. Martingale Property

Let Nt be a Poisson process with intensity λ. We define the compensated
Poisson process

Mt := Nt − λt. (2.19)

Then Mt is a martingale.

Proof: Let 0 6 s < t be given. Because Nt −Ns is independent of Fs and has
expected value λ(t− s), we have

E[Mt|Fs] = E[Mt −Ms|Fs] + E[Ms|Fs] =

= E[Nt −Ns − λ(t− s)|Fs] +Ms =

= E[Nt −Ns]− λ(t− s) +Ms = Ms.

�

It is interesting to note also that

E[Mt] = 0 and E[Mt]
2 = λt.

Next we will define the notion of a marked point process. Let us first consider
the representation (Un, Yn), where we may interpret Un as the n-th occurrence of
some phenomenon and Yn as an attribute or mark of this phenomenon.

Definition 2.4.3. A marked point process is a double sequence (Un, Yn)n>1

where

• Un is a point process.

• Yn is a sequence of R-valued random variables.

We can now define an integer-valued random measure m(dt, dy) associated to
the marked point process (Un, Yn)n>1, which can be identified by the formula

m((0, t], A) = Nt(A) =
∑
n>1

1{Un6t}1{Yn∈A}, (2.20)

where A ∈ B, and B is the Borel σ-field on U . We assume that there is a finite
number of jumps during any finite time interval and that m is a compound Poisson
process with intensity λ and ν(dy) is the probability measure under P of the i.i.d
random variables U1, U2, ..., Un.
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We define the compensated jump martingale of m by

m̃(dt, dy) = m(dt, dy)− λν(dy) (2.21)

and we have that (m̃([0, t]× A))06t6T is a martingale.

We consider the following general jump-diffusion process

dSt = µStdt+ σStdWt +

∫
R
γ(t, y)m̃(dt, dy), (2.22)

where µ is the drift of the asset under P and σ the constant volatility; (Un) are
the random time points of the jumps, and a jump at time Un with amplitude
Yn corresponds to a proportional jump in the asset price of size γ(Yn), with Yn
distributed according to the probability law ν(dy). We assume that γ > −1 for
the price to be real valued, and∫

R
γ2(y)ν(dy) <∞.

Remark that the last term in (2.22) can be also written as∫
R
γ(t, y)m(dt, dy) = γ(t, Yt)dNt. (2.23)

Thus, we obtain another way of representing a jump-diffusion process

dSt = µStdt+ σStdWt + γ(t, Yt)dNt (2.24)

and for the particular case when γ(t, Yt) = Yt we obtain

dSt = µStdt+ σStdWt + YtdNt. (2.25)

Remark 2.4.1. In the financial literature one can find the models (2.22) or (2.24)
written in the form

dSt = µStdt+ σStdWt + dJt, (2.26)

where Jt =
∑Nt

n=1 Yn, or in the more genreal case Jt =
∑Nt

n=1 γ(Un, Yn).
Furthemore, in models of the form (2.25) one may find the last term written as
(Yt − 1)dNt, when at time t = Tn the jump is given by ∆Sn = STn − ST−n =
ST−n Yn = ST−n YTn, so that STn = ST−n (1+Yn).

We will now introduce Itô’s lemma for stochastic processes which include jumps.

2.4.1 Itô’s lemma for jump-diffusion processes

Consider a general jump-diffusion process given by the following equation

dSt = µdt+ σdWt + JtdNt, (2.27)

where (Wt)t>0 and (Nt)t>0 are Wiener and respectively Poisson process, mutu-
ally independent. Then the following lemma holds
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Lemma 2.4.1. Let f(St, t) be a C2 function of St and t. Then

df(St, t) =

(
∂f

∂t
+ µ

∂f

∂St
dt+

1

2
σ2 ∂

2f

∂S2
t

)
dt+ σ

∂f

∂St
dWt + [f(St + Jt)− f(St)]dNt,

(2.28)
where all derivatives of f are evaluated at (St, t), that is, just before any (potential)
jump in (t, t+ dt].

Proof: The proof is a combination of Itô’s lemma for Brownian motion (2.3)
and the theory for a pure jump process. To simplify the computations, we set

dYt = µdt+ σdWt

and use the function f(St) only on St, the general case, being trivial to determine.
Then we get

df = f(St+dt)− f(St) =

=

{
f(St + dYt)− f(St) with probability 1− λdt
f(St + Jt + dSt)− f(St) with probability λdt.

The Itô’s Lemma 2.3 applied to the first line gives us

f ′(St)dYt +
1

2
f ′′(St)(dYt)

2.

The second line, we can rewrite as

f(St + Jt + dYt)− f(St + Jt) + f(St + Jt)− f(St).

We apply again Itô’s lemma to the first term and we get

df =

{
f ′(St)dYt + 1

2
f ′′(St)(dYt)

2

f ′(St + Jt)dYt + 1
2
f ′′(St + Jt)(dYt)

2 + f(St + Jt)− f(St)

with probabilities 1− λdt and λdt, respectively. In terms of dNt we get

df = f ′(St)dYt +
1

2
f ′′(St)(dYt)

2 + [f(St + Jt)− f(St)] dNt +

+

[
[f ′(St + Jt)− f ′(St)]dYt +

1

2
[f ′′(St + Jt)− f ′′(St)](dYt)2

]
dNt.

The terms in the second line are all zero. Indeed, dYtdNt and (dYt)
2dNt are all

random variables with mean and variance 0.

E(dWtdNt) = E(dWt)E(dNt) = 0

and
V ar(dWtdNt) = E(dW 2

t )E(dN2
t ) = dt(λdt+ λ2(dt)2) = 0.

Hence, dWtdNt = 0. Similarly we obtain dtdNt = 0.

Using now the fact that µ and σ are adapted, the same conclusion follows for
dYtdNt and for (dYt)

2dNt. Hence,

df(St) = f ′(St)dYt +
1

2
f ′′(St)(dYt)

2 + [f(St + Jt)− f(St)] dNt,

which is the result we had to prove.

�
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Risk neutral and equivalent martingale measure

A key concept in the Black and Scholes formulation (Section 2.3) and in the fi-
nancial mathematics is the absence of arbitrage, which states that there are no
possibilities that one can make a win without taking any risk. This principle leads
to a uniquely defined price, that is given in terms of an expectation value with
respect to the equivalent martingale measure.

Definition 2.4.4. A probability measure Q is called an equivalent martingale,
or a risk neutral measure, if Q is equivalent to P, and if under Q the discounted
asset prices are martingales.

It is known that the existence of an equivalent martingale measure Q guarantees
that the market is arbitrage free. The inverse is not always true in the continuous
time. A proof of this result can be found in Björk [17] and Duffie [38].
Another main assumption in the Black and Scholes model (Section 2.2.3) was the
completeness of the market. We will present next a result of a great importance
in the mathematical finance theory, which gives the relation between market com-
pleteness and the equivalent martingale measure.

Theorem 2.4.2. Suppose that a market is free of arbitrage. Then it is complete if
and only if the equivalent martingale measure is unique.

A proof of this result is given in Björk [17].

By introducing jumps in the model formulation, the market becomes incom-
plete, as there are two sources of risk and only one traded asset. Following Briani
[19] we will present next a result which ensures the existence of an equivalent
martingale measure Q in a jump-diffusion model (2.22).

Proposition 2.4.1. The equivalent martingale measures are characterized by their
Radon-Nikodym density with respect to P

dQ
dP
|Ft = exp

(
−
∫ t

0

θudWu −
1

2

∫ t

0

θ2
udu

)
×

× exp

(∫ t

0

∫
R

ln(γu(y))ν(du, dy)−
∫ t

0

∫
R
(γu(y)− 1)λν(dy)du

)
,

where θt and γt are two predictable processes such that

µ− r = θtσ + λ

∫
R
γ(t, y)(1− γt(y))dy,

and

γt > 0 and E
[
dQ
dP

]
= 1.

In Proposition 2.4.1, θt is interpreted as the market price of diffusion risk and
γt as the market price of jump risk.
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From Girsanov’s theorem (see Øksendal and Sulem [81]), we know that there exists
a probability measure Q, equivalent to the original ”risky” probability measure P,
such that the process

WQ
t = Wt +

∫ t

0

θudu

is a Q Brownian motion and ν is a (Q,Ft) marked point process with predictable
intensity λγt(y)ν(y). Moreover, we have that the risky asset in (2.22) satisfies

dSt = rStdt+ σStdW
Q
t +

∫
R
γ(t, y)[ν(dt, dy)− λγt(y)ν(dy)dt]. (2.29)

From this transformation we can remark that both the drift and intensity parameter
will change, while the other parameters remain the same.

There are a few commonly used methods in the literature to approach the
problem of pricing derivatives in incomplete markets:

• The idea of the first method is to obtain completeness of the market by adding
as many new assets as the sources of uncertainty. Notice that in this case the
dimension of the problem increases and may lead to complications;

• The second procedure relies on selecting an equivalent martingale measure
corresponding to a ”fair price”. This can be done by minimizing the risk
(calculate the so called minimal martingale measure), or by the super-hedging
(based on the idea of ”protecting from the worst” and find the maximal
martingale measure);

• Looking at the economic point of view, the last method relies on selecting
an unique price for derivatives by performing the maximization of utility at
equilibrium.

We will use the second approach and show that it is possible to characterize the
fair price of derivatives as the solution to a partial integro-differential problem.

2.4.2 Derivative pricing with jumps

In Section 2.2.3 we have showed that the value of a European option can be com-
puted by solving a partial differential equation (2.7) with boundary conditions.
Following the approach presented by Cont and Tankov [29], we will show that a
similar result holds if the price is modeled by a jump-diffusion process and that
in this case the value of a European option solves a second order partial integro-
differential equation (PIDE).
Consider a European option with maturity T and payoff φ(ST ) which satisfies the
Lipschitz condition

|φ(x)− φ(y)| 6 c|x− y|
for c > 0 and x, y ∈ R+. This condition is verified by call and put options with
c = 1. The value V of such an option is given by

V (S, t) = e−r(T−t)E [φ(ST )|St = S] .
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Theorem 2.4.3. PIDE for European options

Consider the dynamics of St given as a general jump-diffusion process under Q

dSt = µStdt+ σStdWt +

∫
R
γ(t, y)m̃(dt, dy).

If σ > 0, then the value of a European option with terminal payoff φ(ST ) is given
by V (S, t), where V : R+ × [0, T ] → R, (S, t) → V (S, t) = E[φ(ST )|St = S] is
continuous on R+× [0, T ], smooth on R∗+× (0, T ) and it verifies the partial integro-
differential equation

∂V

∂t
+

1

2
σ2S2∂

2V

∂S2
+ µS

∂V

∂S
− rV + (2.30)

+λ

∫
R

[
V (S + γ(S, t, y), t)− V (S, t)− γ(S, t, y)

∂V

∂S

]
ν(dy) = 0,

on R+ × [0, T ) with the terminal condition V (S, t) = φ(St).

Proof: see Cont and Tankov [29].

�

In the next section we will show that the American option valuation can be
formulated as a free boundary value and a partial-integro complementarity prob-
lem in the case of a jump-diffusion model, using similar arguments as in a purely
differential case (Section 2.3).

Partial-integro complementarity formulation for American options

As stated before, the value of an American put option is given by the supremum
over all stopping times of the payoff at exercise

V (S, t) = sup
τ∈Tt,T

EQ [e−r(τ−t)(K − Sτ )+|St = S
]
.

Following Pham [83], Cont and Tankov [29] and the results from Section 2.3,
we can give the following characterization of the American put option as a free
boundary value problem, under a jump-diffusion model.

Proposition 2.4.2. Free boundary problem
Let V : R+× [0, T )→ R be a nonincreasing and convex function and Sfb : [0, T )→
R, 0 6 Sfb 6 K. Moreover, assume that σ > 0, the intensity of jumps is finite and
r −

∫
(ey − 1)ν(y) > 0. Then (V, Sfb) is the unique pair of continuous functions
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verifying the following conditions

V (S, t) = K − St, for S < Sfb
∂V

∂t
+D[V ] + L[V ]− rV < 0, for S < Sfb

V (S, t) > (K − St)+, for S > Sfb
∂V

∂t
+D[V ] + L[V ]− rV = 0, for S > Sfb

lim
S→Sfb

V (S, t) = K − Sfb, ∀t ∈ (0, T ]

lim
S→Sfb

∂V

∂S
(Sfb, t) = −1, ∀t ∈ [0, T )

V (S, T ) = (K − ST )+ ∀S ∈ R+,

where D[V ] =
1
2
σ2S2∂

2V

∂S2
+ µS

∂V

∂S

L[V ] = λ

∫
R

[
V (S + γ(S, t, y), t)− V (S, t)− γ(S, t, y)

∂V

∂S

]
ν(dy).

(2.31)

Proof: see Pham [83].

�

Following similar arguments as in the Section 2.3, we can give the linear comple-
mentarity formulation for American put options, in the case when the underlying
follows a jump-diffusion process.

Proposition 2.4.3. The Partial-Integro Complementarity Problem
The value of the American put option V : R+ × [0, T )→ R satisfies the following
partial-integro complementarity formulation

∂V

∂t
+D[V ] + L[V ]− rV = 0

V (S, t)− φ(S) > 0(
∂V

∂t
+D[V ] + L[V ]− rV

)
(V (S, t)− φ(S)) = 0

V (S, T ) = φ(ST ),

where D[V ] and L[V ] were defined in (2.31) and φ(S) = (K − St)+.

This partial-integro complementarity problem can be also written equivalently
as a nonlinear Hamilton-Jacobi-Bellman equation on R+ × [0, T ]{

min
{
−∂V

∂t
−D[V ]− LV + rV, V − φ(S)

}
= 0

V (S, T ) = φ(ST ).
(2.32)
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Following the usual mathematical theory, Proposition 2.4.3 could be proved
by applying Itô’s formula, if V were a smooth function. However, the solution
V (S, t) is known not to be C2,1(R+ × [0, T ]), hence the notion of viscosity solution
has to be introduced. Existence and uniqueness of the viscosity solution for this
system of variational inequalities is given in Zhang [108] and involves the dynamic
programming principle.
Using similar arguments, we will prove in Chapter 4 existence and uniqueness
theorems of the viscosity solution in the case of swing options.

In the next section we will give a general introduction to viscosity solutions and
a short summary of the main results needed to prove existence and uniqueness of
the solution for the complementarity problems.

2.5 Viscosity solutions

Viscosity solutions gained an increasing interest in the last years in the financial
and mathematical literature being an effective technique to obtain weak solutions
for partial differential equations, when no classical solution can be shown to exist.
Together with the results from Barles and Souganidis [6], the viscosity solution
theory provides a framework for proving convergence for a wide range of numerical
methods.

For a detailed overview of viscosity solutions see the classical article by Crandall,
Ishii and Lions [32], Fleming and Soner [40] or Touzi [99].
In the jump-diffusion framework, viscosity solution theory has been studied in
Alvarez and Tourin [1], Amadori [2], [3] and Cont and Tankov [29]. We will follow
these approaches in this section, and introduce the main definitions and results for
the viscosity solutions in a jump-diffusion market.

We consider a general integro-differential operator of the form

F (x, t, v, Iv,Dv,D2v) = 0,

with F : Rn× [0, T ]×R×R×Rn×M(n)→ R andM(n) is the set of symmetric
n×n matrices, Dv, D2v are respectively the gradient and Hessian of v with respect
to x ∈ Rn, and Iv is an integral term given by

Iv(x, t) =

∫
Rn
M [v(x+ y, t, v(x, t))]µx,t(dy),

where µx,t are positive measures and M is a Lipschitz continuous function, nonde-
creasing in the first argument.

The operator F (x, t, v, Iv,Dv,D2v) satisfies the following properties

• F (x, t, v, Iv,Dv,D2v) is degenerate elliptic, i.e.

F (x, t, v, I, p,X) > F (x, t, v, I, p, Y ) whenever X 6 Y (2.33)
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• F is non-increasing with respect to the non-local term Iv, i.e.

F (x, t, v, I, p,X) > F (x, t, v, J, p,X) whenever I 6 J. (2.34)

We introduce next a new class of admissible functions, which we will show to be
very important for the stability of viscosity solutions.

Definition 2.5.1. A function f(z, l, y) has an upper (respectively lower)
µ-bound at (x, t) if there exists a neighborhood V of (x, t) and a function
φ ∈ C(Rn) ∩ L1(Rn;µx,t) such that

lim
(z,l)→(x,t)

∫
Rn
φ(y)µz,l(dy) =

∫
Rn
φ(y)µx,t(dy)

f(z, l, y) 6 φ(y) (respectively >) µz,l − a.e. y, for all (z, l) ∈ V.

In this thesis we will only work with parabolic integro-differential equations,
thus we define a general pricing equation in the following way

∂v

∂t
+ F (x, t, v, Iv,Dv,D2v) = 0 (2.35)

v(x, 0) = g0(x) (2.36)

where g0 is a given continuous function.

Before we give the definition of viscosity solution to (2.35)-(2.36) and show the
importance of conditions (2.33)-(2.34), we present an equivalent definition of the
notion of sub- and supersolutions in classical sense

Definition 2.5.2. Let v ∈ C2(Rn × [0, T )). Then the following statements are
equivalent

• v is a subsolution (respectively supersolution) of (2.35)-(2.36),

• for all functions ϕ ∈ C2(Rn × [0, T )) with x0 ∈ Rn being a local maximum
(respectively minimum) of v − ϕ, we have

∂ϕ

∂t
(x0, t) + F (x0, t, v(x0, t), Iv(x0, t),Dϕ(x0, t),D2ϕ(x0, t)) 6 0

( respectively > 0).

Next we introduce the following spaces of semicontinuous functions on Rn×[0, T ]
(see Briani [19]).

USCI − is the set of upper semicontinuous, locally bounded functions on

Rn × [0, T ) such that M [v(x+ y, t, v(x, t)] has an upper µ− bound

at any (x, t). (2.37)

LSCI − is the set of lower semicontinuous, locally bounded functions on

Rn × [0, T ) such that M [v(x+ y, t, v(x, t)] has a lower µ− bound

at any (x, t). (2.38)

CI = USCI ∩ LSCI . (2.39)
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We can now give the main definitions of this section.

Definition 2.5.3. A locally bounded function v ∈ USCI(Rn×[0, T )) is a viscosity
subsolution of (2.35)-(2.36) if for any test function ϕ ∈ C2(Rn × [0, T )) and
x0 ∈ Rn being a local maximum of v − ϕ, we have

∂ϕ

∂t
(x0, t) + F (x0, t, v(x0, t), Iv(x0, t),Dϕ(x0, t),D2ϕ(x0, t)) 6 0.

A locally bounded function v ∈ LSCI(Rn × [0, T )) is a viscosity supersolution
of (2.35)-(2.36) if for any test function ϕ ∈ C2(Rn × [0, T )) and x0 ∈ Rn being a
local minimum of v − ϕ, we have

∂ϕ

∂t
(x0, t) + F (x0, t, v(x0, t), Iv(x0, t),Dϕ(x0, t),D2ϕ(x0, t)) > 0.

A function v is called viscosity solution of (2.35)-(2.36) if it is both a sub-
solution and a supersolution.

An important consequence of the Definition 2.5.2 and Definition 2.5.3 is the
following remark.

Remark 2.5.1. Any classical solution is also a viscosity solution.

By weakening the notion of solution in Definition 2.5.3, the set of solutions is
enlarged, and one has to guarantee that uniqueness still holds. This can be done
by establishing a comparison principle (or maximum principle), which is a key
element in the viscosity theory. The comparison principle is mainly used to prove
uniqueness and in some cases continuity of the viscosity solution.

Given the existence and uniqueness results, it is then possible to determine reg-
ularity for the solutions of the integro-differential and complementarity problems.
We will present these issues in more detail in the Chapter 4, in the context of swing
options valuation.
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Chapter 3

A new model for pricing swing
options in the electricity market

In this chapter we present the mean-reverting double exponential jump-diffusion
model which we will use for the valuation of swing options. We start with an
introduction to electricity markets and then explain its price formation and the
factors which influence it. Two major European markets are described in detail,
the Nord Pool and the European Energy Exchange (EEX), since we will use spot
data from these markets to calibrate our model.
Next, we will describe the main characteristics of electricity prices and give a
short overview of the existing models in the literature. A complete presentation
of electricity markets and modeling approaches can be found for example in the
works of Weron [104], Benth et. al. [14], Geman [43] and Burger et. al. [21].

The main part of this chapter is devoted to the mean-reverting double exponen-
tial jump-diffusion process which we propose for modeling electricity prices. This is
a modification of the Kou model, introduced by Kou and Wang [65] for simulating
the interest rates. Our model captures as well the mean-reversion and seasonal
behavior observed in the electricity prices. The jump size follows an asymmetric
double exponential distribution, which is able to reproduce the size and intensity
of both negative and positive jumps. The seasonality function is periodic and de-
terministic, and incorporates weekly, annual and semi-annual patterns.
To calibrate the model, we have used one year historical daily prices from the Nord
Pool and EEX markets. The simulation results show that the model is capable of
fitting the market data accurately.

35



36 CHAPTER 3. A NEW MODEL FOR PRICING SWING OPTIONS

3.1 Introduction to electricity markets

In the past, the electricity market was strictly regulated and controlled by
governments. Prices were set in advance by the authorities, reflecting simply the
production costs of the energy delivered by state-owned companies. Therefore,
electricity consumers were not exposed to any price risk. However, in the last two
decades, governments have decided to liberalize the market in order to make the in-
dustry more competitive and efficient. Thus, electrical energy has become a good
which can be traded in the form of delivery contracts on specialized exchanges,
such as Nord Pool, European Energy Exchange (EEX), Amsterdam Power Ex-
change(APX), United Kingdom Power Exchange (UKPX), etc. .

Together with this deregulating process, electricity prices have become more
volatile, exposing both producers and consumers to a higher price risk. In conse-
quence, organized energy markets had to be created and new financial derivatives
and methods to minimize the risk were developed.
So far, deregulated power markets have been mainly organized in two forms: power
pools and power exchanges. We will present their main characteristics as follows.

The power pool is an organized system where generators place their bids in
terms of prices and quantities for each hour of the next day. The Transmission
System Operator (TSO) is acts a single buyer and collects these bids, sorts them
from the lowest to the highest price, in this way building the supply curve. There
are two possible pool designs: either only the suppliers make bids on the pool and
the system operator computes the expected demand; or, both buyers and sellers
place bids on the pool and then the system operator builds a demand function,
similarly to the supply curve. In both cases, intersecting the demand and the
supply functions provides the system marginal price (SMP).

The power exchange (PX) is the major marketplace for electricity and it is usu-
ally owned by market participants like generators, distribution companies, traders
and large consumers. Trading is realized through bilateral contracts, which have
to be completed the day before delivery in order to give both market participants
and the TSO enough time to arrange physical aspects of the delivery. Matching
the supply and demand of electricity, renders the market price or spot price.

In this thesis we will use daily average prices from the Nordic power market
(Nord Pool) and the German-based European Power Exchange (EEX). Thus, we
will present these markets in more detail as follows.

The Nord Pool market

The Nordic commodity market for electricity, or Nord Pool, was founded in 1993
and is the first multinational power exchange in the world. Initially it was a
Norwegian market for physical contracts, but in the years to follow it extended,
and Sweden, Finland, Denmark and Estonia joined in.
The Nord Pool is located in Lysaker (Norway) and it is divided into one physical
and one financial market:
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• The physical market (called Elspot) handles power contracts and it is orga-
nized as a day-ahead market. This type of market is based on an auction
trade system, where each morning players submit their bids for each of the
24 hours of the next day. At noon this market is closed for bids and the
day-ahead price is derived for each hour of the next day. After the publica-
tion of the Elspot price, there is a physical intra-day market called Elbas for
the areas Eastern Denmark, Finland and Sweden. Elbas provides continuous
power trading 24 hours a day, and it allows market participants who had
previously taken positions on Elspot to adjust these positions up to one hour
before delivery.

• The financial market consists of different types of futures and forward con-
tracts, but as well standardized options and arithmetic average options.

The European Energy Exchange - EEX

The European Energy Exchange was established in 2002 from the association of two
German power exchanges, one based in Frankfurt (EEX) and the other in Leipzig
(LEX). The resulting exchange (named EEX and located in Leipzig), became the
biggest energy exchange in continental Europe, by number of players and generation
capacity.
EEX includes the following markets: power spot market, power futures and options,
coal futures and EU emission allowances.

• The power spot market includes a day-ahead and an intra-day market. The
day-ahead market works similar as described above for the Nord Pool. Ad-
ditionally, there is an auction for delivery in the Austrian Power Grid and
in the Swissgrid. The intra-day market offers continuous trading 24 hours a
day, seven days a week.

• The power futures market includes a variety of products like weekly, monthly,
quarterly and yearly futures. They are based on the EEX spot market index
Phelix (Physical Electricity Index) as the underlying asset. Phelix represents
the average of all prices between 08:00 a.m. and 08:00 p.m. .

• EEX has started trading off emission allowances since 2005, on the basis
of the EU Emission Trading Scheme (EU-ETS). The EU-ETS is the largest
emissions trading system in the world and it is a market-based instrument of
the EU climate policy. The emission allowances are traded on the EEX spot
and derivatives market on a continuous basis.

On both exchanges, the average price over the entire day is called the base
load price, the average over the most demanding hours is called peak price and the
average over the remaining hours is called off-peak price.

Next we will turn our attention to the electricity price and its characteristics.
We can state in general terms that the price is given by the intersection of the
aggregate demand and supply curve.
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Figure 3.1: If the demand is low, power plants with lower production costs (nuclear,
hydro), are used; if the demand is high, additional plants with higher production
costs (oil, gas) are running, producing a huge effect on the price.

The graphic displayed in Figure 3.1 shows a schematic supply-demand curve.
The supply and demand are affected by many factors, that will also act on the
prices. For example, supply may be influenced by fluctuation of fuel prices (oil,
gas) or the CO2 prices (because of the emission allowances). Electricity demand on
the other hand is very seasonal: it is not uniform during the week, it peaks during
weekdays, working hours and is low during weekends and nights (due to the low
industry activity). It has also yearly peaks in summer and winter due to the use
of air conditioned, respectively heating systems.

In the next section we describe the main characteristics of the electricity spot
prices, which should be taken in account for constructing a realistic price model.

3.1.1 Characteristics of the electricity prices

Electricity prices present new challenges to the commodity modeling discipline
due to their non-storable1 nature. This unique feature has strong implications in
trading and in the behavior of prices. Thus, the dynamics of electricity spot is very
complex, having daily, weekly and annual seasonal patterns, or short-lived price
deviations (or jumps) with strong mean-reversion, a unique characteristic of the
power market.
Another unusual feature of power prices is that the demand is inelastic to price
deviations. This means that the consumers will buy electricity at any price in

1Electricity can be partially stored by using hydro pumped storage power plants. However,
considering that in most countries their capacity is quite small and that pumping generally leads
to an energy loss of approximately 30%, it is reasonable to say that electricity is non-storable, at
least not in an adequately efficient and conventional way and at sufficiently large volumes (Burger
[21]).
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order to fulfill their contracts, because it is an indispensable commodity. As a
consequence, more expensive power plants are started in order to generate enough
power, causing higher prices (see Figure 3.1). When demand decreases, so will do
the prices. This permanent process leads mainly to the price dynamics observed
below in Figure 3.2.
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Figure 3.2: Nord Pool spot prices between 01/2006 and 03/2011.

Figure 3.2 shows five years Nord Pool electricity prices and their typical char-
acteristics: mean-revertion, seasonality and huge jumps.
At the beginning of 2010, Nord Pool had one of the most difficult trading periods
in its recent history. A number of factors combined caused these extreme prices.
In the first months of the year, the Nordic region experienced a colder and dryer
period than normal meteorological conditions. Thus, hydro reserves were 15% be-
low their normal levels and the demand for heating increased significantly. Besides
that, two of the four nuclear reactors in Sweden were off grid. All these factors
determined the huge jumps and the price behavior observed in Figure 3.2.

The main characteristics of electricity prices are described in detail in the fol-
lowing part.

Mean-reversion is the typical property of commodity prices to fluctuate to-
wards a price level (or a long-run mean), which may be viewed as the marginal
cost of production. Even though prices can move far away from this mean, they
will always be pulled back to it, by mean-reversion. This behavior is a direct con-
sequence of the balance between supply and demand, and because weather is a
dominant factor in the demand for electricity.

The seasonality of the electricity prices comes mainly from the seasonality
of demand and supply, which are influenced by economic activities and weather
conditions. The seasonal patterns of electricity’s demand are among the most
complicated, exhibiting three different types of seasonalities:

• Daily - due to the working and non-working hours.
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• Weekly - where the price is lower on weekends and on national holidays due
to lower industrial activity.

• Yearly - depending on the geographical region, the demand for electricity
peaks in summer months due to humidity leading to extensive use of air
conditioning, and in winter months due to the use of heating systems.

Even supply can have seasonal fluctuations, for example hydro units are heavily
dependent on weather conditions, such as precipitation and melting snow, which
varies from season to season.
Thus, part of the seasonality of electricity prices can be explained by the periodicity
of the load, that is in some way predictable. In Section 3.2 we will model seasonality
as a deterministic function and present simulation results using real data.

The jumps are sudden large upward or downward price movements that are a
unique characteristic of electricity price dynamics. The jumps are usually short-
lived and soon as the phenomenon which caused them is over, the prices get back
to a normal level, producing a spike in the commodity price process.
As we have shown before, in deregulated electricity market, prices are determined
by the intersection of the demand and supply curves. Any unexpected event in
either the supply or the demand side (like, for example, severe weather or political
conditions, generation outages or transmission failures), will cause a spike in the
price of electricity. The size of these jumps can be up to 30 times that of the normal
price level. This extreme behavior is found only in the electricity prices.
Negative jumps and spikes can occur as well, though they are not so often and less
obvious than the positive ones. They are usually the consequence of low demand
hours, because the producers who generated too much electricity must find a way
to compensate their long position. This would lead to prices below the production
costs, and hence to negative jumps and spikes.

The spikes and extreme volatility observed in the electricity market also lead
to non-Normal distribution of spot prices returns2. Even though it has been gen-
erally assumed that the log-returns of commodity prices usually follow the Normal
distribution, the plot in Figure 3.3 shows that for electricity, this assumption does
not hold. If the log-returns were Normally distributed, the Quantile-Quantile3 plot
of the returns would be close to a straight line, but fat-tails are clearly visible.

The plot in Figure 3.3 is generated by taking the cumulated distribution func-
tion (cdf) for the quantiles of the Nord Pool market data returns versus theoretical
quantiles from a Normal distribution.

The motivation presented above shows that a simple Brownian Motion process
is not suitable to model the electricity prices and emphasizes once again the im-
portance of introducing jumps in the model.

2The returns and log-returns are defined as rt = ln
(

St

St−1

)
, where St is the spot price.

3Quantiles are points taken at regular intervals from the cumulative distribution function of a
random variable. A Quantile-Quantile plot (Q-Q plot) is a graphical method for comparing two
probability distributions by plotting their quantiles against each other.
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Figure 3.3: Quantiles of Nord Pool electricity log-returns versus standard Normal
quantiles.

In Section 3.2 we will present a jump-diffusion model with seasonality, in which
the jumps are described by a Poisson process (see Section 2.4) and the jumps sizes
by an asymmetric double exponential distribution, which is able to reproduce ac-
curately the size and intensity of both negative and positive jumps observed in the
market data.

Taking in account the peculiarities of power prices outlined above, we will show
next that modeling the price behavior of electricity is a very challenging task.

3.1.2 Literature review and modeling approaches

Although there have been various approaches developed for the power price in the
literature, there is so far no model which has been widely accepted as standard for
electricity.
Generally, we can divide the electricity price models into to classes: spot-based
and forward-based models. In this thesis we will only present spot price models
since they allow for a good mathematical description of the market. Moreover, the
swing options are strongly influenced by the hourly-price behavior, which can be
only captured by spot models.

One of the first attempts to model energy prices was a Brownian motion pro-
cess, which is very popular in the financial modeling literature. However, given the
motivation from the previous section it is clear that simple geometric Brownian
motion is not well suited to model the electricity prices.
An extension of this model, which includes mean-reversion, is the Ornstein-Uhlenbeck
(OU) process

dSt = α(µ− St)dt+ σdWt, (3.1)

where α is the rate of mean-reversion and µ is the long-run mean, to which the
process tends to revert.
A well known and commonly used process for electricity was proposed by Lucia
and Schwartz [73], who modeled the price as an exponential OU process Xt plus a
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seasonal deterministic component f

St = exp(f(t) +Xt)

dXt = −αXtdt+ σdWt. (3.2)

Spot price models can be divided into one- and multi-factor models. For single
factor models the spot price is itself a Markov process, while in multi-factor models
the price is a function of a multidimensional Markov process. Lucia and Schwartz
[73] extended their model (3.2) to a two factor model, including another stochastic
term Yt. This process represents the long-term dynamics and is given by a Brownian
motion with drift

St = exp(f(t) +Xt + Yt)

dXt = −αXtdt+ σXdWX

dYt = µdt+ σY dWY

dWXdWY = ρdt.

Another two-factor diffusive mean-reverting process was introduced by Pilipovic
[85], where the long-term mean changes over time

dSt = α1(Lt − St)dt+ σ1St(dW1)t

dLt = α2Ltdt+ σ2Lt(dW2)t

where St is the spot price, Lt is the equilibrium price, α1 rate of mean-reversion
and α2, σ2 drift, respectively volatility of the long-term equilibrium price.

A completely different approach was proposed by Barlow [9], where the electric-
ity demand is assumed to be an OU process (Xt), and the supply is deterministic
and nonlinear. The spot price process is then defined by the equilibrium between
supply and demand

St =

{
fα(Xt), 1 + αXt > ε

ε1/α, 1 + αXt 6 ε
(3.3)

dXt = −λ(Xt − a)dt+ σdWt (3.4)

where fα(x) = (1 + αx)1/α, α 6= 0 and f0(x) = ex. When α = 0 an exponential
OU process is retrieved, and for α = 1 one gets a normal OU process.

None of the processes presented until now included jumps in their formulation,
so we will introduce next the class of jump-diffusion models. The jumps are usually
modelled by a compound Poisson process (see Section 2.4) where the size and the
time occurrence are independent.
The first type of jump-diffusion model was introduced by Merton [78]

dSt = µStdt+ σStdWt + dJt, (3.5)

where {Jt, t > 0} is a compound Poisson process with intensity λ and jump size
distribution Jt =

∑Nt
i=1 Zi. In this formula Nt is a Poisson process with intensity
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λ and {Zi} are i.i.d. jump magnitudes. The jump size is normal distributed, i.e.
Jt ∼ N (µJ , σ

2
J), with the density function

fJ(z) =
1

σJ
√

2π
exp

{
−(z − µJ)2

2σ2
J

}
.

Kou and Wang [65] proposed the same type of jump-diffusion model, but the jump
size is drawn from a double exponential distribution

fJ(z) = pη1e
−η1z1{z>0} + qη2e

η2z1{z<0},

where η1 > 1, η2 > 0, p, q > 1, p + q = 1 and p is the probability of the upward
jumps and q is the probability of the downward jumps.
These two jump-diffusion models are very popular in financial modeling, since they
offer solutions to European options in closed-form. However, they don’t capure the
mean-reversion and seasonality behavior observed in the electricity prices.
In the next section we will present a similar model to the one introduced by Kou
and Wang [65], which includes the specific electricity features.

Hambly, Howison and Kluge [51] proposed a model for the price consisting of
three components: a deterministic periodic seasonality function, an OU process
and a mean-reverting process with a jump component

St = exp(f(t) +Xt + Yt)

dXt = −αXtdt+ σdWt

dYt = −βYt−dt+ JtdNt.

The new parameter β represents the mean-reversion speed of the spike process.
One important characteristic of this model is that it allows for separate mean-
reversion speeds for both the diffusive and spike parts. Hambly, Howison and
Kluge [51] also used this model for pricing swing options applying a method based
on the tree approach.

Burger et al. [21] created the Spot Market Price Simulation (SMaPS) model,
which uses ideas from fundamental market models and stochastic time-series theory

St = exp(f(t, Lt/vt) +Xt + Yt).

This model can be considered as a three-factor model, where Lt represents the
total system load (electricity demand), Xt the short-term price variations and Yt
the long-term price variations. The other parameters in the model are the empirical
merit order curve f(t, L) and the average relative availability of power plants vt.

We will close this section with a different class of models for the electricity
prices: the regime switching and Markov-switching models. According to these
models, the price process can switch between two or multiple states or regimes.
In a mean-reverting Markov-switching jump-diffusion model for example, some of
the parameters are allowed to switch. This is done by introducing an extra state
variable governed by a Markov process that allows changes in the parameters of
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the Poisson process. Thus, this non-linear mechanism is switching between normal
and high price states. A transition matrix describes the probabilities of leaving
and entering a new state. However, the estimation of these models becomes very
complex with increasing the number of states. For a detailed description of these
models we refer to Deng [36], Hamilton [50] or Weron [104].

In the next section we introduce the mean-reverting double exponential jump-
diffusion model with seasonality. This process is able to reproduce the main char-
acteristics of the electricity price dynamics and has many advantages for pricing
derivatives, which we will discuss below.

3.2 The model for pricing swing options

In this section we will present a stochastic model for electricity prices, which is
new in the context of pricing swing options. This model is based on the Kou jump-
diffusion model, developed by Kou and Wang [65]. Furthermore, our model includes
mean-reversion and seasonality, two important features which can be observed in
many electricity markets.
As discussed in the previous section, there is a multitude of price processes proposed
in the literature. However, most of these models are quite complicated or contain
many parameters and they cannot be used for pricing complex derivatives, like
swing options.

The mean-reverting double exponential jump-diffusion process which we pro-
pose in this thesis is simple to implement and it can reproduce the spikes observed
in the power prices. It can also explain the leptokurtic feature4, the volatility smile5

and the asymmetric return distributions. These are characteristics which can also
be observed in the electricity prices. Another advantage of using this jump distri-
bution is that a recursion formula can be developed to approximate the integral
term resulting from the numerical discretization. This can be done with optimal
computational complexity, and it has important properties for the numerical val-
uation of options. This issue will be presented in more detail in the next chapter,
in the context of swing contracts.

We assume that the spot price changes exponentially and it has two compo-
nents: a deterministic seasonality function f and a mean-reverting process which
incorporates jumps

St = exp(f(t) +Xt)

dXt = −αXtdt+ σdWt + dJt. (3.6)

4The kurtosis is the degree of peakedness of a distribution, defined as a normalized form of
the fourth central moment of a distribution. If the coefficient of kurtosis is greater than zero, it
is said to be leptokurtic.

5The volatility surface often exhibits what are referred to as volatility smile and volatility skew.
The distribution of price returns shows a higher kurtosis than the Normal distribution admits.
This phenomenon is referred to as fat tails, and in turn generates the empirically observed smile.
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Recall that the jump size Jt =
∑Nt

i=1 Zi has an asymmetric double exponential
distribution with the density

fJ(z) = pη1e
−η1z1{z>0} + qη2e

η2z1{z<0}, (3.7)

where p, q > 1 are the probabilities of upward, respectively downward jumps. More-
over, p + q = 1, η1 > 1 and η2 > 0. Furthermore, we assume that all sources of
randomness, Wt, Jt and Zt are independent.

Applying Itô’s formula with jumps (2.28) for St = exp(f(t)+Xt), we can rewrite
the SDE for St as

dSt = α(ρ(t)− lnSt)Stdt+ σStdWt + St(e
Jt − 1)dNt, (3.8)

where the time-dependent mean-reverting level is given by

ρ(t) =
1

α

(
df(t)

dt
+
σ2

2

)
+ f(t). (3.9)

The seasonality function f(t) is a periodic and deterministic function which cap-
tures the trend, weekly, semi-annual and annual patterns observed in the electricity
prices. Its exact formulation will be presented later in this chapter.

The new density function of the jump process eJt is

feJ (z) = pη1z
−η1−1

1{z>1} + qη2z
η2−1

1{0<z<1}. (3.10)

3.2.1 Risk neutral formulation

The classical option pricing theory assumes in general that the market is complete.
That means that there are enough tradable contracts available to hedge each factor
separately. As we have showed in Section 2.4, in a complete market there exists
a unique risk-neutral probability measure under which the price of any asset is
equal to the expectation of its payout, discounted at the risk-free rate. However, as
electricity is not storable, the no-arbitrage principle fails. Thus, the power market
is incomplete and the equivalent martingale measure Q is not unique.
It can be shown though, that there exists a set of equivalent risk neutral measures
Q, which may not be determined uniquely, but still keep the market arbitrage-
free. It is also common in the literature to restrict this set of possible measures
to a subset of equivalent risk neutral measures which leave the structure of the
jump process unchanged. In this thesis we will assume that under the risk neutral
measure, the jumps will still be generated by a Poisson process with a double
exponential distribution.

Following the theory presented in the Chapter 2 and the fact that Wt, Jt and
Zt are independent, the dynamics of the spot price under the risk neutral measure
Q is given by

St = exp(f(t) +Xt)

dXt = (−αXt − θt)dt+ σdWQ
t + dJQ

t , (3.11)
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where θt and γt represent the market price of diffusion respectively of jump risk.
As before, WQ

t is a Q Brownian motion and JQ
t is a Poisson process with intensity

λ(1 + γt). The parameters θt, γt and the jump size distribution Jt are determined
by the particular choice of the measure Q.

It can be proved that adding the market price of risk to the mean-reverting
process results in another mean-reverting process (see Kluge [64]). This observation
gives us the possibility to write the model under the risk neutral measure in the
shape of the model (3.6) as follows

St = exp(f(t) +Xt)

dXt = −α̂Xtdt+ σdWQ
t + dJQ

t . (3.12)

For simplicity, we will use from now on in this thesis the original notations for
the model parameters. Though, it is important to remark that they might have
different values from the parameters under the real world measure P.

Note that every asset that we will consider along this thesis will be an expec-
tation of its discounted payoffs under Q and hence, the no-arbitrage principle will
always hold.

Once we have specified the model under the risk neutral measure, we will present
in the next section the calibration results using historical market data.

3.2.2 Model calibration

In the next part of this chapter we will focus on the calibration of the model
parameters. To do this, we will first extract the seasonality from the historical
data. In the end we will estimate the rest of the parameters from the deseasonalized
prices.

Deseasonalization

The seasonality in the electricity prices arises mainly due to the seasonality in the
demand, and it has daily, weekly and yearly patterns.

The seasonality function depends on the market we are working on: for exam-
ple in the European markets electricity prices have a peak in the winter months,
whereas in the US markets, prices are higher in summer than in winter. In any
case, the seasonality function has to be first calibrated form the historical data, in
order to be able to correctly estimate the rest of the parameters.

In this thesis we propose a seasonality function composed of a weekly periodic
part fwe(t) and a combination of sine and cosine functions plus trend, which capture
the annual pattern in the prices.

The deseasonalization is performed in three steps:

1. The annual sinusoidal function plus trend fan(t) is estimated form the his-
torical spot prices.
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2. The weekly periodicity fwe(t) is modeled by the moving average technique
and estimated from the spot data.

3. The deseasonalized spot prices are obtained by subtracting the seasonality
function from the original spot, respectively log-spot prices

desSt = St − f(t) and

des lnSt = lnSt − f(t).

where f(t) = fwe(t) + fan(t).
Next we we will describe these steps in more detail.

1. In order to determine the annual seasonality function, we fitted a combination
of sine and cosine functions plus trend to the log-price series using the least-squares
approach. Thus, the annual seasonality function is given by

fan(t) = a+ bt+
6∑

k=1

[c(k) · sin(2ktπ/365) + d(k) · cos(2ktπ/365)] (3.13)

After we have tested several scenarios and ran some tests, we found out that a
combination of one sine and one cosine functions with a 4-, 6- and 12-months
periodicity fits the best the data from Nord Pool, respectively EEX.
In equation (3.13), a might be viewed as the fixed costs of production, and the
second term bt as the long-run linear trend in the total production costs. This
trend can be also observed in Figure 3.2, where the spot prices show a clear upward
tendency towards the end.

The next step of the deseasonalization process is the modeling and estimating
of the weekly seasonality.

2. Electricity prices show a strong intra-week seasonality due to the different
energy consumption between working days and the weekend. This behavior is
represented in the Figure 3.4, where the hourly Nord Pool spot prices are plotted
during a week (from Tuesday the 5th until Tuesday the 12nd of April).

In Figure 3.4 we can clearly observe that the prices are lower on Saturday and
Sunday and higher on the other week days, as a consequence of the weekly demand.
This represents the intra-week seasonality.

In this thesis we model the weekly price behavior using the moving average
technique. This method is generally used to analyze a set of data points by creating
a series of averages of different subsets of the entire set. Given a series of numbers
and a fixed subset size (7 in our case), the first element of the moving average is
obtained by taking the average of the initial fixed subset of the number series. Then
the subset is modified by ”shifting forward” - that is excluding the first number of
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Figure 3.4: Hourly price behavior in the Nord Pool market, between 05/04/2011
and 12/04/2011.

the series and including the next number following the original subset in the series.
This creates a new subset of numbers, which is averaged. This process is repeated
over the whole data series. The plot line connecting all the averages is the moving
average.
The method is described in detail in Weron [104], so we will only present the main
steps here.

• For the vector of daily values (log-prices in our case) x1, x2, ..., xn we define
the moving average filter

m̂t =
1

7
(xt−3, .., xt−3), t = 4, ..., n− 3.

• For each k = 1, .., 7 the average wk of the deviations
{(xk+7j − m̂k+7j), 3 < k + 7j 6 n− 3} is computed. Since these average de-
viations do not necessarily sum to zero, we estimate the seasonal component
fwe as

fwe(k) = m̂k −
1

7

7∑
i=1

wi , k = 1, .., 7, (3.14)

and fwe(k) = fwe(k − 7) for k > 7.

3. In the end we compute the deseasonalized log-prices

f(t) = fan(t) + fwe(t), (3.15)

des lnSt = lnSt − f(t). (3.16)

Figure 3.5 shows the log-spot daily prices of electricity during 2006, in the Nord
Pool, respectively EEX markets before extracting the seasonality. Superimposed
in this figure is the fitted annual seasonality function fan given in (3.13).
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Figure 3.5: Nord Pool and EEX log-prices with the annual seasonality function.
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Figure 3.6: Nord Pool and EEX deseasonalized prices.

Figure 3.6 presents the same prices in the two markets, after the deseasonalization
process.

The model parameters will be estimated from the deseasonalized data using
Maximum Likelihood Estimation (MLE). We will estimate the jump parameters
separately, using a filtering algorithm described in the next section.
The calibration results will be presented in Section 3.2.3, together with the model
simulations.

The filtering algorithm

In order to estimate the jump parameters we apply a filtering algorithm proposed
by Clewlow and Strickland [28]. The idea of this procedure is to first specify a
threshold and use it to extract the jumps from the deseasonalized log-returns of
the prices.

The log-returns of the one year Nord Pool data are plotted in Figure 3.7 and
are computed using the following formula

r(t) = ln

(
desSt
desSt−1

)
. (3.17)

The algorithm extracts the positive and negative jumps form the series of log-
returns recursively. This procedure identifies as a jump any data which deviates in
absolute value more than three standard deviations of the returns. On the second
iteration, the standard deviation of the remaining series is computed again; those
returns which are now greater (or smaller) than three times the standard deviation,
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Figure 3.7: Log-returns for the daily Nord Pool data (01/01/2006 - 31/12/2006),
with the highlighted level of ±3 standard deviations.

are filtered again. This procedure is repeated until no new jumps are found.
Clewlow and Strickland [28] state that this recursive filtering ensures only the
detection of high jumps and it prevents from considering usual price fluctuation as
jumps.

The intensity of positive jumps is then determined by the number of positive
jumps divided by the total number of observations. Similarly, the probability of
positive jumps is computed as the number of positive jumps divided by the number
of detected jumps. The probability of negative jumps and their intensity is found
in the same way.
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3.2.3 Simulation results

The last section of this chapter presents the simulation results based on historical
daily average spot prices from Nord Pool and EEX, covering the period from Jan-
uary 2006 until December 2006.
The estimated parameters of the model introduced in (3.6) are given in Table 3.1.

Parameter (NP) Value
α 80.21
σ 1.29
η1 0.1114
η2 0.0982
λ1 0.0055
λ2 0.0055
λ 0.0110

Parameter (EEX) Value
α 238.10
σ 4.927
η1 0.1082
η2 0.1344
λ1 0.0136
λ2 0.0082
λ 0.0218

Table 3.1: Estimation results using the Nord Pool and EEX data.

Figures 3.8 and 3.9 show the original prices during 2006, from Nord Pool and
EEX, and the simulation results. Superimposed is the fitted seasonality function
given in (3.15).
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Figure 3.8: Nord Pool daily log-prices and the simulated prices with seasonality.
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Another test to validate our model is to compare the first four empirical central
moments of the real prices with those of the simulated data. The results are
presented in Table 3.2 for the Nord Pool and in Table 3.3 for the EEX prices.

Nord Pool log-prices Simulated log-prices

Mean 3.860 3.853
Std. 0.243 0.224

Skewness -0.277 -0.148
Kurtosis 3.657 3.700

Min 2.825 2.816
Max 4.387 4.390

Table 3.2: Empirical moments for Nord Pool real data and from simulated data.

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 6

 0  50  100  150  200  250  300  350  400

Lo
g-p

ric
e

time

EEX log-prices

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 6

 0  50  100  150  200  250  300  350  400

Lo
g-p

ric
e

time

Simulated price
Seasonality

Figure 3.9: EEX daily log-prices and the simulated prices with seasonality.

EEX log-prices Simulated log-prices

Mean 3.848 3.866
Std. 0.386 0.408

Skewness 0.290 -0.052
Kurtosis 5.006 3.397

Min 2.637 2.664
Max 5.708 5.563

Table 3.3: Empirical moments for EEX real data and from simulated data.
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We can observe that the Nord Pool prices are lower than the prices from the
EEX market. This can be explained by the hydro generation in the Nord Pool,
which is cheaper than high efficient nuclear production used in the EEX market.
The jumps are as well higher and more often in the EEX market, because in Ger-
many, short-term regulating power is not widely available as in the hydro dominated
systems. These jumps need a high mean-reversion rate in order to revert quickly
to a normal level (see Table 3.1).

On the other hand, one can observe less strong seasonality in the EEX data
compared to the Nord Pool prices. That is because the Nordic electricity market
depends more on the hydro power plants, which are very seasonal.
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Chapter 4

Pricing swing options under the
double exponential jump-diffusion
model

In this chapter we will discuss the problem of pricing swing options in electricity
markets,which are very complex derivatives that can be found in many different
forms on the market.
We begin with a general characterization and then present the main challenges
involved in pricing swing derivatives. In this chapter we will study swing contracts
which include a refraction period between two exercise times. This means that
the exercise rights are not fixed beforehand. Consequently, the option holder has
more flexibility during the contract period, which is very convenient in the spiky
electricity markets. This formulation is to our knowledge a novelty in the literature
of swing option pricing under a seasonal jump-diffusion process. A more complex
type of swing options, which include also variable volume, will be discussed in the
next chapter.

Following the theory presented in Chapter 2 for American options, we will
show that the swing pricing problem can be formulated as an optimal multiple
stopping problem and then as a partial integro-differential complementarity prob-
lem (PIDCP). We prove the existence and uniqueness of the viscosity solution for
the PIDCP by using the mean-reverting double exponential jump-diffusion model.
We transform the partial integro-differential system into a nonlinear equation by
applying the penalty method. This approach is new in the context of swing op-
tions valuation. The penalty method is able to handle nonlinearities and it has
been shown to be very efficient for American pricing problems.
The resulting penalized partial integro-differential equation is discretized using the
finite difference method, while the non-local integral term is approximated using a
recursion formula.
We show that the monotonicity, stability and consistency conditions hold for the
discrete problem. Thus, according to the results from Barles [5] and Briani et. al.
[20], the finite difference scheme converges to the unique viscosity solution of the
complementarity problem.

We solve the discrete penalized equation by using the generalized Newton itera-

55
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tion, which can be proved to converge as well to the correct solution of the original
PIDCP.
At the end of this chapter we present the numerical results for this approach and
examine the behavior of the swing option value to changes in the model parameters.

4.1 Introduction to swing options

Due to the deregulation in the energy markets, the need for financial instruments
which provide protection against extreme price fluctuations has excessively in-
creased. As a consequence, energy exchanges have started to offer not only standard
derivatives, but also so-called exotic contracts, which meet the needs for both, the
producer and the consumer of the commodity. Swing options are one type of these
contracts and they offer flexibility with respect to time and amount of energy de-
livered. As electricity is not storable, this timing flexibility is appreciated by the
agents who are unable to control their electricity consumption. Consequently, these
contracts represent an ideal hedging instrument.

A swing option is an agreement to buy or to sell electric energy, at a predeter-
mined strike price (K), at different times (t1, t2, ..., tNs) during the contract period
([0, T ]). In some cases it also provides some flexibility in the quantity to be pur-
chased or delivered: that means that a minimum (qmin) and a maximum (qmax)
amount of power is specified for each swing action time, and as well for the whole
contract period (Qmin and Qmax). The name swing comes from the volume flex-
ibility, since the purchaser swings between the lower and the upper consumption
boundaries. This flexibility is often further reduced by introducing penalty pay-
ments, therefore, swing options are also called take-or-pay options. These penalties
are applied if the overall volume purchased during [0, T ] exceeds the predefined
quantity in the contract.

Another characteristic of the swing options is the refraction (or recovery) time
(δR), which separates two different exercise rights and avoids exercising all the
rights at the same time.
In the case when there is no refraction time set in the contract, the problem of
pricing swing options is simplified. We can see that if we consider two particular
cases

• One swing right - reduces the problem to an American option.

• Full-swing - the number of rights is equal to the number of exercise dates,
then the value of the swing option is given by the value of a strip of European
options expiring at the exercise dates t1, ..., tNs .

In this thesis we will consider swing derivatives for which the exercise times are
separated by a refraction period. In this way, the holder of the option has more
flexibility to exercise his swing rights according to his own needs.

The pricing of such contracts rises several challenges. Firstly, one has to find an
appropriate stochastic process for the electricity price. As we have showed in the
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previous chapter, the double exponential jump-diffusion model with seasonality is
able to reproduce the observed prices accurately. We will show in this chapter,
that this model can be used for pricing swing options, without introducing more
complexity to the problem.
One of the main challenges in pricing swing contracts refers to the fact that the
optimal decision of the option holder depends not only on the electricity price,
but also on the quantity of energy already bought or sold, and on the number of
remaining swing rights. Another problem comes from the fact that they have no
explicit solution, so numerical methods are needed to approximate the solution.

4.2 Numerical methods for pricing swing options

Numerical methods constitute an important element in the pricing of swing deriva-
tives, due to the fact that these options don’t have an analytical solution.
In this section we will give a short literature review on existing numerical methods
for swing options.

Lattice method

This method was applied for the first time in the context of swing options, by
Thompson [97]. Jaillet, Ronnand and Tompaidis [59] extended this approach and
investigated a multi-level lattice method for swing contracts, using a mean-reverting
process with seasonality for natural gas prices.
The lattice method is based on a multistage tree stochastic dynamic programming
procedure. Firstly, the time domain is discretized and then the value of the option
is computed backward in time, starting at maturity. At every time period, the
maximum value is computed and added to the solution. When a swing right is
used, the algorithm goes to a next tree, with one exercise right less.

The popularity of the lattice method in the literature comes from its simplicity
and ease of implementation. However, in the case of more complicated models, the
number of nodes will increase exponentially, and thus, huge time and computation
memory will be needed to build and solve the trees.

Monte Carlo simulation

Monte Carlo methods are widely used in the computational finance because they
are conceptually very simple. Ibanez [53] proposed for the first time this tech-
nique for valuating options with multiple early exercise opportunities. He derived
theoretical properties for this method and computed the optimal exercise frontier
recursively to find the value of the option.
The Least Square Monte Carlo (LSMC) is a more interesting method to approx-
imate the swing option value, and was introduced by Dörr [37]. This algorithm
was developed by Longstaff and Schwartz [72] for American options, and gained an
increasing interest in the swing option literature. (see among others Meinshausen
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and Hambly [77], Figueroa [39], Løland and Lindqvist [71] or Bender [11]).

The algorithm uses dynamic programming, starting from the maturity date, as
in the case of the lattice method. At each exercise opportunity, one has to compare
the payoff from immediate exercise with the expected value from continuation (no
exercise). The LSMC uses the least squares regression on a finite set of basis
functions to approximate the continuation values. Discounting back and averaging
these values for all paths, gives the price of the option.
The advantage of the method is that multifactor spot price models can be used,
without increasing the complexity of the method. However, the drawback lies in
the low accuracy and the low computation speed.

PDE-based methods

Finite difference and finite element methods are used in general to obtain numerical
solutions to partial differential equations. These techniques are efficient, precise and
can be applied to price various types of options. The difference between the two
methods is only in the approximating procedure. Still, the finite difference methods
have increased in popularity in the financial discipline, because they are easier to
implement and give similar results as the finite element, but with less work and
complexity.

One of the first approaches which introduced finite difference in the context of
swing options was proposed by Wegner [103]. He approximated the option value
as the solution of a partial differential equation (PDE) using a stochastic mean-
reversion model with seasonality.
Dahlgren and Korn [34] proposed later a more complicated type of swing options,
where different recovery times between exercise rights have been considered. Using
the Black-Scholes model, he showed that the pricing problem can be transformed
into a set of variational inequalities which can be then discretized using finite
differences. Kjaer [63] extended the approach of Dahlgren [34] by introducing
jumps and seasonality to the spot model. This formulation leads to a partial
integro-differential complementarity problem (PIDCP) which is solved numerically
by the finite difference method. Later in this thesis, we will present more details
about this method.

The finite element method was successfully applied for swing valuation, under
the Black-Scholes model, in Wilhelm [105]. Her approach was based on the the Car-
mona and Touzi’s work [22], which reduced the multiple stopping time problem to
a sequence of single stopping time problems. In this way, Wilhelm [105] computed
the swing option value by solving a sequence of European and American options
using the finite element method. Recently, Kao and Wang [60] considered pricing
of swing options under stochastic volatility, using the finite element method.

An advantage of the PDE-based methods is that the option price can be cal-
culated for different initial spot prices, while Monte Carlo or tree methods are
designed to compute the option value for only one initial spot price.
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4.3 Optimal multiple stopping and swing

problem formulation

In this section we will give a short introduction to the optimal multiple stopping
theory, following the approach proposed by Carmona and Touzi [22].
We will show that the multiple stopping problem can be reduced to a sequence of
optimal stopping problems which can be formulated (according to the results in
Chapter 2) as a partial integro-differential complementarity problem.

Let (Ω,F ,P) be a complete probability space and {Ft}t>0 a filtration satisfying
the usual assumptions, as defined in Chapter 2. Also let Y = (Yt)t>0 be a non-
negative F-adapted process satisfying (2.11) and the following conditions

• the filtration F is left continuous and every

F− adapted martingale has continuous sample paths, (4.1)

• E[ sup
06t6T

Y p
t ] <∞ for some p > 1. (4.2)

Let Ns > 1 be the total number of exercise rights and δR > 0 the refraction time
which separates two successive exercise rights.
Denote by Tt,T the set of all F -stopping times with values in [t, T ] ∪ {T+} and let
YT+ ≡ 0. We also introduce the stopping times τ = (τ1, ..., τNs) such that

T t,T = {τ = (τ1, ..., τNs) | τ1 6 T a.s., τk+1 − τk > δR, k = 1, .., Ns} . (4.3)

The optimal multiple stopping time problem is

Z = sup
τ∈T t,T

E

[
Ns∑
i=1

Yτi

]
. (4.4)

In other words, we need to compute the maximum expected reward Z and to find
the optimal exercise strategy τ = (τ1, ..., τNs) for which the supremum in (4.4) is
attained.
We will show that Z can be computed by solving Ns optimal stopping problems
sequentially. We introduce the Snell envelopes

U (0) ≡ 0 and U
(i)
t = ess sup

τ∈Tt,T
E[Y (i)

τ |Ft], (4.5)

where for each i = 1, ..., Ns, the i-th exercise reward process Y (i) is given by

Y
(i)
t =

{
Yt + E

[
U

(i−1)
t+δR
|Ft
]

for 0 6 t 6 T − δR
Yt for t > T − δR.

Following the theory from Section 2.3 we set

τ ∗1 =
{
t > 0 ; U

(Ns)
t = Y

(Ns)
t

}
. (4.6)



60 CHAPTER 4. PRICING SWING OPTIONS

Observe that τ1 6 T and for 2 6 i 6 Ns, we define

τ ∗i = inf{t > δR + τ ∗i−1 ; U
(Ns−i+1)
t = Y

(Ns−i+1)
t }1{τ∗i−16T−δR} + (T+)1{τ∗i−1>T−δR},

(4.7)
with τ ∗ = (τ ∗1 , ..., τ

∗
Ns

) ∈ T t,T .

Next we will give the main result of this section, which shows that Z can be
computed by solving inductively Ns single optimal stopping problems.

Theorem 4.3.1. If we assume that the process Y satisfies the conditions (2.11),
(4.1) and (4.2), then

Z = U
(Ns)
0 = E

[
Ns∑
i=1

Y ∗τi

]
, (4.8)

where (τ ∗1 , ..., τ
∗
Ns

) represents the optimal exercise strategy.

Proof: the proof of this theorem is based on mathematical induction and can
be found in Carmona and Touzi [22] for the Black-Scholes framework and in Zeghal
and Mnif [107] for a general jump-diffusion model.

�

In the following we formulate the swing option problem using the optimal mul-
tiple stopping framework.
Let υk(s, t) be the value of the swing option with k exercise rights, at time t, with
the starting asset value St = s and maturity T . Then for k = 1, ..., Ns, the value of
the option is given by the supremum over the expected discounted payoff at each
stopping time

υk(s, t) = sup
τ∈T t,T

E

[
Ns∑
k=1

e−r(τk−t)Φk(Sτk , τk) | St = s

]
, (4.9)

where τ and T t,T were defined in (4.3).
Using Theorem 4.3.1 the multiple-stopping time problem (4.9) can be reduced to
a sequence of Ns optimal single stopping problems

υk(s, t) = sup
τ∈Tt,T

E
[
e−r(τ−t)Φk(Sτ , τ) | St = s

]
, (4.10)

where the reward function is defined as1

Φk(s, t) =

{
max

{
Υk(s, t); υk(S

s,t
t+1, t+ 1)

}
for t+ δR 6 T

φS(s) = max(K − s, 0) for t+ δR > T,

where Υk(s, t) = φS(s, t) + E
[
e−rδRυk−1(Ss,tt+δR , t+ δR)

]
.

1We will use the notation Ss,tl for Sl (∀ l ∈ [0, T ]), whenever we need to emphasize the
dependence of the process S on its initial condition.
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That means that at time τ , the holder of the option has two choices: either a
right is used and the he receives a payoff equal to φS(t). Then the holder owns
a swing option with k − 1 remaining rights to exercise and the option cannot be
exercised again before τ + δR. Alternatively, he decides not to exercise, and so
he possesses an option with k opportunities left to exercise. In the view of profit
maximizing agent, this choice depends on which action generates the largest value.

Assume from now on that the electricity price dynamics is given as in the
previous chapter by

dSt = α(ρ(t)− lnSt)Stdt+ σStdWt + St(e
Jt − 1)dNt,

starting at time St = s, with ρ(t) = 1
α

(
df(t)

dt
+ σ2

2

)
+ f(t) and the seasonality

function f(t) defined in (3.15).

As in the case of the American option value (see Section 2.3), we can show that
the swing option value can be characterized as a solution of the following partial
integro-differential complementarity problem

(
∂υk
∂t

+D[υk] + L[υk]− rυk
)

(υk(s, t)−Υk(s, t)) = 0

∂υk
∂t

+D[υk] + L[υk]− rυk 6 0 (s, t) ∈ R+ × [0, T ]

υk(s, t) > Υk(s, t)

υk(s, T ) = φS(s)

(4.11)

where the differential and integral operators are defined as

D[υk] =
1

2
σ2s2∂

2υk
∂s2

+ α(ρ∗(t)− ln s)s
∂υk
∂s

(4.12)

L[υk] = λ

∫
R+

[υk(sz, t)− υk(s, t)] feJ (z)dz. (4.13)

Recall that the density function feJ has the following form

feJ (z) = pη1z
−η1−1

1{z>1} + qη2z
η2−1

1{0<z<1} (4.14)

and ρ∗(t) = ρ(t)− λϑ with ϑ ≡ E[eJ − 1] = pη1
η1−1

+ qη2
η2+1
− 1. Also, for all z > 0 we

have that

feJ (z) > 0 and

∫
R+

feJ (z)dz = 1. (4.15)

We can write (4.11) in equivalent formmin{rυk(s, t)−
∂υk
∂t

(s, t)−D[υk]− L[υk], υk(s, t)−Υk(s, t)} = 0

υk(s, T ) = φS(s).
(4.16)
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Boundary conditions

Besides the terminal condition υk(s, T ) = φS(s) we need to provide additional
boundary conditions in order to completely specify the problem (4.11).
Following Wilmott [106] and the results from Section 2.3, we impose the following
boundary conditions for t and S

υk(s, 0) = 0 (4.17)

as S → 0 we set D[υk] = L[υk] = 0 (4.18)

as S → +∞ we set
∂2υk
∂s2

→ 0. (4.19)

Moreover, for all (s, t) ∈ R+× [0, T ], the value of the swing option with no exercise
rights is zero

Ns = 0 ⇒ υk(s, t) = 0.

In the next section we will prove that the swing value function is the unique
continuous viscosity solution of the variational system of inequalities (4.16).

4.4 Existence and uniqueness of the solution

As the pricing inequation (4.16) is nonlinear, it is not possible to analyze the
problem using the classical approach. Therefore, we will present all the results in
this chapter within the framework of viscosity (or weak) solutions.

In Section 2.5 we gave an introduction to viscosity solutions. This theory is very
powerful because it does not require the solution to be smooth or continuous. In
this context, it is also possible to formulate the PIDCP problem (4.11) for functions
that are assumed to be only locally bounded. Combining these results with a strong
comparison principle, one is able to prove as well the uniqueness of the viscosity
solution.

To simplify the notations, let mr(s, t) = α(ρ∗(t)− ln s)s. We assume that there
exists a constant c > 0 such that for all s, y ∈ R+ and t ∈ [0, T ] it holds∫

R+

|z|2feJ (z)dz <∞ (4.20)

|mr(s, t)−mr(y, t)| 6 c|s− y| (4.21)

|Υk(s, t)−Υk(y, t)| 6 c|s− y|. (4.22)

Proposition 4.4.1. For all (s, t) ∈ R+× [0, T ] and k = 1, ..., Ns, there exists c > 0
such that

|υk(s, t)− υk(y, t)| 6 c|s− y|. (4.23)
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The proof of the inequality (4.21) is trivial. We show inductively that (4.22)
and (4.23) hold.

Proof: we prove these inequalities by mathematical induction on k. Using the
Lipschitz property of the function φS(s, t) with respect to s, we get for k = 1

|Υ1(s, t)−Υ1(y, t)| = |φS(s, t)− φS(y, t)| 6 c|s− y|,

and υ1(s, t) is, as stated before, the value of an American option, which is known
to be Lipschitz

|υ1(s, t)− υ1(y, t)| 6 c|s− y|.

Second step: for k = 2, .., Ns suppose that exists c > 0 such that Υk−1 and υk−1

are Lipschitz in x and we prove that the properties are true for Υk and υk

|Υk(s, t)−Υk(y, t)| 6 |φS(s)− φS(y)|+ ce−rδRE
[
|Ss,ττ+δR

− Sy,ττ+δR
|
]
.

Since φS is Lipschitz in s, and taking in account that under the equivalent martin-
gale measure Q, the process {e−rtSt}t>0 is a martingale, we get that exists c > 0
such that

|Υk(s, t)−Υk(y, t)| 6 c|s− y|. (4.24)

Now for υk we have

|υk(s, t)− υk(y, t)| 6 | sup
τ∈Tt,T

E [Υk(s, τ)]− sup
τ∈Tt,T

E [Υk(y, τ)] | 6

6 sup
τ∈Tt,T

E [|Υk(s, τ)−Υk(y, τ)|] 6

6 c sup
τ∈Tt,T

E [|Ss,ττ − Sy,ττ |] 6

6 c|s− y|.

�

Proposition 4.4.2. For all (s, t) ∈ R+× [0, T ] and k = 1, ..., Ns, there exists c > 0
such that

|υk(s, t)| 6 c(1 + |s|). (4.25)

Proof: the linear growth condition (4.25) can be proved as above, by induction.

�

Next we focus on providing the continuity and viscosity properties of the value
function using the dynamic programming principle.

Lemma 4.4.1. Let (4.20)-(4.22) hold. For any q ∈ [0, 2] there exists
C = C(q, c, T ) > 0 such that for all s, y ∈ R+, t, l1, l2 ∈ [0, T ] and τ ∈ Tl1, the
following inequations hold

• E|Ss,tτ |q 6 C(1 + |s|q)
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• E|Ss,tτ − s|q 6 C(1 + |s|q)l
q
2
1

• E[sup06l26l1 |S
s,t
τ − s|]q 6 C(1 + |s|q)l

q
2
1

• E|Ss,tτ − Sy,tτ |q 6 C|s− y|2

• liml→0+ E
[
suph∈[t,t+l] |S

s,t
h − s|2

]
= 0.

Proof: see Krylov [66] and Pham [84].

�

Theorem 4.4.1. Dynamic Programming Principle
For all (s, t) ∈ R+ × [0, T ] and ε > 0 define the stopping time

τ ε = inf
{
l ∈ [t, T ], υk(S

s,t
l , l) 6 Υk(S

s,t
l ) + ε

}
. (4.26)

Then for any stopping time t 6 θ 6 τ ε

υk(s, t) = E[e−r(θ−t)υk(S
s,t
θ , θ)]. (4.27)

Proof: Pham [84].

�

In the proof of the existence theorem of the viscosity solution we will use the
following two results, which can be seen as equivalent formulations of the dynamic
programming principle.

Proposition 4.4.3. For any θ ∈ Tt,T and ε > 0 we have

υ(s, t) > E[e−r(θ−t)υ(Ss,tθ , θ)] (4.28)

υ(s, t)− ε 6 E[e−r(θ−t)υ(Ss,tθ , θ)]. (4.29)

Proof: see Pham [84].

�

Proposition 4.4.4. For any stopping time θ ∈ Tt,T we have

υk(s, t) = sup
τ∈Tt,T

E[1{τ<θ}e
−r(τ−t)Υk(S

s,t
τ ) + 1{τ>θ}e

−r(θ−t)υk(S
s,t
θ , θ)]. (4.30)

Proof: see Karatzas and Shreve [61].

�
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A decisive property in the proof of existence for viscosity solutions is the con-
tinuity of the value function, which is given in the next proposition.

Proposition 4.4.5. Continuity
Under the assumptions (4.20)-(4.22) the value function υk is continuous on
R+ × [0, T ] and there exists c > 0 such that

|υk(s, t)− υk(s, l)| 6 c(1 + |s|)|t− l|
1
2 , (4.31)

for all s, y ∈ R+ and t, l ∈ [0, T ].

Proof: from (4.23) we have that υk(s, t) is Lipschitz in s, uniformly in t.
We proceed as before, by mathematical induction on k. To prove the continuity in
t and the inequality (4.31) for k = 1, we follow the approach proposed by Pham in
[82] in the case of a an optimal stopping time problem of a controlled jump-diffusion
process.
Let 0 6 t < l 6 T and for all s ∈ R+ we use Proposition 4.4.4. Thus, we have

υ1(s, t)− υ1(s, l) = sup
τ∈Tt,T

E
[
1{τ<l}e

−r(τ−t)φS(Ss,tτ ) + 1{τ>l}e
−r(l−t)υ1(Ss,tl , l)−

− 1{τ>l}υ1(s, l)− 1{τ<l}υ1(s, l)
]
6

6 sup
τ∈Tt,T

E
[
1{τ<l}e

−r(τ−t)(φS(Ss,tτ )− φS(s))+

+ 1{τ<l}φS(s)− υ1(s, l)) + 1{τ>l}e
−r(l−t)(υ1(Ss,tl , l)− υ1(s, l))

+ 1{τ>l}(e
−r(l−t) − 1)υ1(s, l) + 1{τ<l}(e

−r(τ−t) − 1)υ1(s, l)
]
.

Using the estimates of Lemma 4.4.1 together with the following observations

• υ1 satisfies the Lipschitz continuity (4.23) and the growth condition (4.25),

• φS is Lipschitz in s,

• φS(s) 6 υ1(s, t),

• 0 6 1− e−rh 6 r
√
h,

we get
|υ1(s, t)− υ1(s, l)| 6 c(1 + |s|)|t− l|

1
2 .

Second step: for k = 2, ..., Ns, we assume that the inequality (4.31) holds for
υk−1. Then we apply the dynamic programming principle once again with θ = l,
and get

υk(s, t)− υk(s, l) = sup
τ∈Tt,T

E
[
1{τ<l}e

−r(τ−t)Υk(S
s,t
τ , τ) + 1{τ>l}e

−r(l−t)υk(S
s,t
l , l)−

− 1{τ>l}υk(s, l)− 1{τ<l}υk(s, l)
]
6

6 sup
τ∈Tt,T

E
[
1{τ<l−t}e

−r(τ−t)(Υk(S
s,t
τ , τ)−Υk(s, l))+

+ 1{τ<l}e
−r(τ−t)(Υk(s, l)− υk(s, l)) +

+ 1{τ>l}e
−r(l−t)(υk(S

s,t
l , l)− υk(s, l)) +

+ 1{τ>l}(e
−r(l−t) − 1)υk(s, l) + 1{τ<l}(e

−r(τ−t) − 1)υk(s, l)
]
.
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Now using similar arguments as above for υ1, we can show that (4.31) holds for υk
as well

|υk(s, t)− υk(s, l)| 6 c(1 + |s|)|t− l|
1
2 .

�

For any a > 0 we define the following set of measurable functions with polynomial
growth of degree a

Ca(R+ × [0, T ]) =

{
ϕ ∈ C0(R+ × [0, T ]) | sup

R+×[0,T ]

|ϕ(s, t)|
1 + |s|a

< +∞

}
. (4.32)

Following the definition introduced in Section 2.5 , we give next the definition
of viscosity solution for the swing value problem.

Definition 4.4.1. The function υk ∈ C0(R+× [0, T ]) is a viscosity subsolution
(supersolution) of (4.16) if

min{rϕ(s, t)− ∂ϕ

∂t
(s, t)−D[ϕ]− L[ϕ], ϕ(s, t)−Υk(s, t)} 6 0 (> 0), (4.33)

whenever ϕ ∈ C2(R+× [0, T ])∩C2([R+× [0, T ]) and υk −ϕ has a global maximum
(minimum) at (s, t) ∈ R+ × [0, T ).
The value function υk is a viscosity solution of (4.16) if it is a sub- and super-
solution.

Remark 4.4.1. The condition ϕ ∈ C2(R+ × [0, T ]) is sufficient to have a well-
defined integral term in L[ϕ], (see Cont [30]).

Before we present the existence theorem of the viscosity solution, we give a
lemma which will be useful for the proof.

Lemma 4.4.2. Let t, l 6 T and ε > 0. Suppose that υk(s, t)−Υk(s) > ε. Then

Q(τ ε < l)→ 0 when l→ 0,

where Q is the risk neutral probability measure.

Proof: let η > ε such that υk(s, t)−Υk(s) > η for all k = 1, ..., Ns.
First we will show that

e−rτ
ε

υk(Sτε , τ
ε)− e−rτεΥk(Sτε) 6 ε a.s. .

For some sequence tn ↓ τ ε, e−rtnυk(Stn , tn) 6 e−rtnΥk(Stn)+ε, for n large enough.
From the results presented in Section 4.3 we know that Stn converges to Sτε and
we can find that

|υk(Stn , tn)− υk(Sτε , τ ε)| → 0 and Υk(Stn)→ Υk(Sτε) a.s. when n→∞.
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Taking the limit we have

e−rτ
ε

υk(Sτε) = lim
n→∞

e−rtnυk(Stn , tn) 6

6 lim
n→∞

e−rtnΥk(Stn) + ε = e−rτ
ε

Υk(Sτε) + ε a.s. .

From the Proposition 4.4.5 we know that υk is continuous and we get

e−rlυk(s, t+ l)− e−rlΥk(s) > η, for l small enough.

Then following Roch [91] we can show that

Q(τ ε < l) 6 Q(e−rτ
ε

(υk(s, τ
ε)−Υk(s)) + e−rτ

ε

(Υk(Sτε)− υk(Sτε , τ ε)) > η − ε)
6 Q(e−rτ

ε|υk(s, τ ε)− υk(Sτε , τ ε)|+ e−rτ
ε|Υk(Sτε)−Υk(s)| > η − ε)

6 Q(|Sτε − s| > c),

for some constant c > 0. By the continuity in probability of the process S, we
know that the last expression goes to zero when s→ 0.

�

Theorem 4.4.2. Existence
Under the assumptions (4.20)-(4.22) the value function υk is a viscosity solution
of (4.16).

Proof: we will first prove that υk is a supersolution of (4.16).
Let (s, t) ∈ R+ × [0, T ) be a minimizer of υk − ϕ, with ϕ ∈ C2(R+ × [0, T ]) ∩
C2(R+ × [0, T ]) such that

0 = (υk − ϕ)(s, t) = min
R+×[0,T )

(υk − ϕ). (4.34)

If θ ∈ Tt,T , then using (4.28) and (4.34) we get

υk(s, t) > E[e−rθυk(S
s,t
θ , θ + t)] > E[e−rθϕ(Ss,tθ , θ + t)].

Now applying Itô’s formula (2.3) for e−rθϕ(Ss,tθ , θ + t) we have

υk(s, t) > ϕ(s, t) + E
[∫ θ

0

e−rl
(
−rϕ(s, l) +

∂ϕ

∂l
+D[ϕ(s, l)] + L[ϕ(s, l)]

)
dl

]
,

and by (4.34) we get

E
[∫ θ

0

e−rl
(
−rϕ(s, l) +

∂ϕ

∂l
+D[ϕ(s, l)] + L[ϕ(s, l)]

)
dl

]
6 0.

Dividing by θ, sending θ → 0 and by the mean-value theorem we obtain

rϕ(s, t)− ∂ϕ

∂t
−D[ϕ(s, t)]− L[ϕ(s, t)] > 0.
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Finally, taking in account that υk(s, t) > Υk(s), we get the supersolution inequality.

In order to prove that υk is a subsolution of (4.16) we use Theorem 4.4.1 and
let (s, t) ∈ R+ × [0, T ] and ϕ ∈ C2(R+ × [0, T ]) ∩ C2(R+ × [0, T ]) such that

0 = (υk − ϕ)(s, t) = max
R+×[0,T )

(υk − ϕ). (4.35)

As stated before, we have that υk(s, t) > Υk(s, t). In the case υk(s, t) = Υk(s, t), the
inequality of subsolution is satisfied. We assume therefore that υk(s, t) > Υk(s, t)
and for ε > 0 let

υk(s, t)−Υk(s, t) > ε.

We define as previously in Theorem 4.4.1 the following stopping time

τ ε = inf
{
l ∈ [0, T − t], υk(Ss,tl , l) 6 Υk(S

s,t
l ) + ε

}
.

For all θ > 0 with θ1 := θ ∧ τ ε 6 τ ε, we have

υk(s, t) = E[e−rθ1υk(S
s,t
θ1
, t+ θ1)] (4.36)

and from (4.35) we get

0 6 E[e−r(θ1−t)ϕ(Ss,tθ1 , t+ θ1)− ϕ(s, t)].

Now applying Itô’s formula (2.3) once again to e−rθ1ϕ(Sθ1 , t+ θ1) and dividing by
θ we get

0 6
1

θ
E
[∫ θ1

0

e−r(l−t)(−rϕ(s, l) +
∂ϕ

∂l
+D[ϕ(s, l)] + L[ϕ(s, l)])dl

]
6

6

{
−rϕ(s, t) +

∂ϕ

∂t
(s, t) +D[ϕ(s, t)] + L[ϕ(s, t)]

}
· E
[
θ1

θ

]
.

Taking θ → 0 then from Lemma 4.4.2 it yields that Q[τ ε < θ]→ 0 and together
with the Chebyshev’s inequality2 and the last inequality of Lemma 4.4.1 we get

rυk(s, t)−
∂υ

∂t
(s, t)−D[υk(s, t)]− L[υk(s, t)] 6 0,

and thus, the subsolution inequality.

�

Once we have proved the existence of the viscosity solution, the next step is to
show that the problem (4.16) admits a unique viscosity solution. We will do that
by establishing a comparison principle.

2A general version of Chebyshev’s inequality states that P(|x| > ε) 6 1
ε2 E[x2].
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In proving the comparison result for viscosity solutions, we will introduce the
notion of parabolic superjet and subjet as defined in Lions [70]. Given
υk ∈ C0(R+ × [0, T ]) and (s, t) ∈ R+ × [0, T ), we define the parabolic superjet

P2,+υk(s, t) = {(p0, p1,M) ∈ R× R× R | υk(y, l)− υk(s, t) 6 p0(y − s)+

+p1(l − t) +
1

2
M(y − s)2 + o(|l − t|+ |y − s|2)

as (y, l)→ (s, t)} , (4.37)

its closure

P2,+
υk(s, t) =

{
(p0, p1,M) = lim

n→∞
(p0,n, p1,n,Mn) with (p0,n, p1,n,Mn) ∈ P2,+υk(s, t)

and lim
n→∞

(sn, tn, υk(sn, tn)) = (s, t, υk(s, t))
}

(4.38)

and the parabolic subjet: P2,−υk(s, t) = −P2,+υk(s, t),

with its closure P2,−
υk(s, t) = −P2,+

υk(s, t).

Before introducing the comparison principle, we present two useful results for
the proof. The first lemma is an equivalent formulation of the viscosity solution
(see Definition 4.4.1) using the super- and subjet sets.

Lemma 4.4.3. Let υk ∈ C2(R+ × [0, T ]) be a viscosity supersolution (resp. subso-

lution) of (4.16). Then for all (s, t) ∈ R+ × [0, T ) and (p0, p1,M) ∈ P2,−
υk(s, t)

(resp. P2,+
υk(s, t)) there exists ϕ ∈ C2(R+ × (0, T ]) such that

min {−p1 + rυk(s, t)−Dp0 [s, t, p0,M ]− L[υk], υk(s, t)−Υk(s)} > 0

(resp. 6 0)

where

Dp0 [s, t, p0,M ] = mr(s, t)p0 +
1

2
σ2s2M (4.39)

L[υk(s, t)] = λ

∫
R+

[υk(sz, t)− υk(s, t)] feJ (z)dz. (4.40)

Proof: see Fleming and Soner [40].

�

The next theorem, known as ”Theorem of sums”, is a cornerstone of the theory of
viscosity solutions and it is a key result in the proof of the comparison principle.
We will state the next theorem without proof and refer the reader to the original
paper of Crandall et. al. [32].

Theorem 4.4.3. Let O be a locally compact subset of R, υ,−υ ∈ USCI(O×(0, T ))
and ϕ(s, y, t) a function that is twice continuous differentiable in (s, y) and once
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continuous differentiable in t. Moreover, let (s, y) ∈ O ×O be a local maximum of
the function

υ(s, t)− υ(y, t)− ϕ(s, y, t).

Then there exists p1,s, p1,y ∈ R, κ > 0 and two symmetric matrices M0 and M1

such that (
Dsϕ(s, y, t), p1,s,M0

)
∈ P2,+

υ(s, t)(
−Dyϕ(s, y, t), p1,y,M1

)
∈ P2,−

υ(y, t),

where Dϕ(s, y, t) is the gradient vector, with p1,s − p1,y = Dtϕ(s, y, t) and

−
(

1

κ
+ ‖D2

s,yϕ(s, y, t)‖
)
I 6

(
M0 0
0 −M1

)
6 D2

s,yϕ(s, y, t) + κ[D2
s,yϕ(s, y, t)]2

where I is the identity matrix and the norm of a symmetric 2 × 2 matrix A is
defined as ‖A‖ = sup {| < Aξ, ξ > | ; ξ ∈ R2, |ξ| 6 1}.

Theorem 4.4.4. Comparison Principle
Assume that (4.20)-(4.22) hold and let υ (resp. υ) be uniform continuous viscosity
subsolution (respectively supersolution) of (4.16).
If υ(s, T ) 6 υ(s, T ) for all s ∈ R+ then

υ(s, t) 6 υ(s, t), ∀(s, t) ∈ R+ × [0, T ]. (4.41)

Proof: Firstly we can observe that it suffices to prove the inequality (4.41) for
all (s, t) ∈ R+ × (0, T ] due to the continuity of υ and υ in t = 0.

Following Pham [82] we introduce a function φ in R+× (0, T ] with ε, α, β, % > 0

φ(s, y, t) = υ(s, t)− υ(y, t)− β

t
− 1

2ε
|s− y|2 − %eα(T−t)(|s|2 + |y|2). (4.42)

Since υ and υ ∈ C1(R+×[0, T ]), φ admits a maximum at (s, y, t) ∈ R+×R+×(0, T ].

By classical arguments in the theory of viscosity solutions, from the continuity
and Lipschitz continuity of υ and υ it can be shown that it ∃c > 0 such that

1

ε
|s− y|2 6 ω(cε

1
2 ) (4.43)

%(|s|2 + |y|2) 6 c(1 + |s|+ |y|) (4.44)

|s|, |y| 6 c%, (4.45)

where ω : R+ → R+ is a modulus of continuity3 of υ and υ, and c% is a positive
constant which depends on %. Detailed proofs of these inequalities can be found in
Pham [82].

3A function f admits ω as a modulus of continuity if and only if |f(x)− f(y)| 6 ω|x− y|, i.e.
ω measures the uniform continuity of functions. For example, the modulus ω(t) = kt describes
the k-Lipschitz continuity, or the modulus ω(t) = ktα describes the Hölder continuity.
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From (4.43)-(4.45) it follows that there exists a subsequence of (s, y, t) which
converges to (s0, s0, t0) ∈ R+ × R+ × [0, T ] as ε→ 0+.

If t = T then from φ(s, s, t) 6 φ(s, y, T ) we get

υ(s, t)− υ(s, t)− β

t
− 2%eα(T−t)|s|2 6 υ(s, T )− υ(s, T ) +

+υ(s, T )− υ(y, T ) 6 ω(|s− y|),

where the second inequality follows from the uniform continuity of υ and from the
assumption υ(s, T ) 6 υ(s, T ).
By sending ε, β, %→ 0+ and using (4.43) we get that

υ(s, t) 6 υ(s, t).

Thus, for next part of the proof we assume that t < T . Applying Theorem
4.4.3 to the function ϕ(s, y, t) at the point (s, y, t) ∈ R+ ×R+ × (0, T ), there exist
p1,s, p1,y,M0,M1 ∈ R such that(

1

ε
(s− y) + 2%eα(T−t)s, p1,s,M0

)
∈ P2,+

υ(s, t)(
1

ε
(s− y)− 2%eα(T−t)y, p1,y,M1

)
∈ P2,−

υ(y, t),

where

p1,s − p1,y = − β
t
2 − α%e

α(T−t)(|s|2 + |y|2)2%eα(T−t), (4.46)

and the symmetric 2× 2 matrix

(
M0 0
0 −M1

)
satisfies(

M0 0
0 −M1

)
6

1

κ
+ ‖D2

s,yϕ(s, y, t)‖+D2
s,yϕ(s, y, t) + κ[D2

s,yϕ(s, y, t)]2, (4.47)

where ϕ(s, y, t) = −β
t
− 1

2ε
|s− y|2 − %eα(T−t)(|s|2 + |y|2).

Thus, D2
s,yϕ(s, y, t) =

1

ε

(
1 −1
−1 1

)
+ 2%eα(T−t)

(
1 0
0 1

)
and then we get that

‖D2
s,yϕ(s, y, t)‖ 6 2

ε
+ 2%eα(T−t).

Thus, equation (4.47) becomes(
M0 0
0 −M1

)
6

(
1

ε
+
κ

ε2
+

4κ%eα(T−t)

ε

)(
1 −1
−1 1

)
+

+

(
1

κ
+

2

ε
+ 4%eα(T−t) + 4κ%2e2α(T−t)

)(
1 0
0 1

)
.

Without loss of generality consider κ = ε and we get(
M0 0
0 −M1

)
6

(
3

ε
+ 4%eα(T−t)

)(
1 −1
−1 1

)
+

+

(
3

ε
+ 4%eα(T−t) + 4ε%2e2α(T−t)

)(
1 0
0 1

)
. (4.48)
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Using Lemma 4.4.3 and the fact that υ and υ are viscosity solutions, it yields
that

min

{
−p1,s + rυ(s, t)−Dp0

[
s, t,

1

ε
(s− y) + 2%eα(T−t)s,M0

]
− L

[
υ(s, t)

]
;

υ(s, t)−Υk(s)
}
6 0

and

min

{
−p1,y + rυ(y, t)−Dp0

[
y, t,

1

ε
(s− y)− 2%eα(T−t)y,M1

]
− L

[
υ(y, t)

]
;

υ(y, t)−Υk(y)
}
> 0

are satisfied, where Dp0 and L were defined in Lemma 4.4.3.

Subtracting these two inequalities and remarking that min(a, b)−min(c, d) 6 0
implies either a− c 6 0 or b− d 6 0.
Thus, for b− d we get

b− d = υ(s, t)−Υk(s)− υ(y, t) + Υk(y)

and from the Lipschitz continuity of the function Υk (see (4.22)) together with
(4.43), we have

lim sup
ε→0+

(υ(s, t)− υ(y, t)) 6 0.

Consequently, we get that
υ(s, t) 6 υ(s, t).

Now using (4.46), for a− c we have

r(υ(s, t)− υ(y, t)) +
β

t
2 + α%eα(T−t)(|s|2 + |y|2) 6

6 Dp0
[
s, t,

1

ε
(s− y) + 2%eα(T−t)s,M0

]
−Dp0

[
y, t,

1

ε
(s− y)− 2%eα(T−t)y,M1

]
+

+L
[
υ(s, t)

]
− L

[
υ(y, t)

]
. (4.49)

The first difference on the right hand side can be approximated as follows

A := Dp0
[
s, t,

1

ε
(s− y) + 2%eα(T−t)s,M0

]
−Dp0

[
y, t,

1

ε
(s− y)− 2%eα(T−t)y,M1

]
=

=
1

ε
(s− y)

[
mr(s, t)−mr(y, t)

]
+ 2%eα(T−t) [mr(s, t)s+mr(y, t)y

]
+

+
1

2
σ2(s2M0 − y2M1). (4.50)

Note that from the continuity of mr(·, t) and (4.21), we get that the linear growth
condition holds, and thus we get for c > 0

A 6 c

[
1

ε
|s− y|2 + 2%eα(T−t)(1 + |s|2 + |y|2)

]
+

1

2
σ2(s2M0 − y2M1), (4.51)
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Moreover, we observe that

tr

[(
M0 0
0 −M1

)(
s
y

)
⊗
(
s
y

)ᵀ]
= s2M0 − y2M1,

where tr is the trace4 of a matrix. And together with (4.48), we get in (4.51) that

A 6 c

[
1

ε
|s− y|2 + 2%eα(T−t)(1 + |s|2 + |y|2)

]
+

1

2
σ2

[(
3

ε
+ 4%eα(T−t)

)
(s− y)2+

+

(
3

ε
+ 4%eα(T−t) + 4ε%2e2α(T−t)

)
(1 + s2 + y2)

]
. (4.52)

Now let

B := L
[
υ(s, t)

]
− L

[
υ(y, t)

]
=

=

∫
R+

[υ(sz, t)− υ(s, t)− υ(yz, t) + υ(y, t)]feJ (z)dz. (4.53)

In order to estimate differences of the integro-differential term (4.53) we use the
fact that (s, t, y) is a global maximum of φ and from the inequality
φ(sz, yz, t)− φ(s, y, t) 6 0 we deduce

φ(sz, yz, t)− φ(s, y, t) = υ(sz, t)− υ(yz, t)− β

t
− 1

2ε
|sz − yz|2 −

− %eα(T−t)(|sz|2 + |yz|2)− υ(s, t) + υ(y, t) +
β

t
+

+
1

2ε
|s− y|2 + %eα(T−t)(|s|2 + |y|2).

Performing the computations and rearraging terms we get

υ(sz, t)− υ(s, t)− υ(yz, t) + υ(y, t) 6 (|z|2 − 1)

[
1

2ε
|s− y|2+

+%eα(T−t)(1 + |s|2 + |y|2)
]
6 |z|2

[
1

2ε
|s− y|2 + %eα(T−t)(1 + |s|2 + |y|2)

]
,

which together with the assumption (4.20) it gives us that

B 6 c

[
1

2ε
|s− y|2 + %eα(T−t)(1 + |s|2 + |y|2)

]
. (4.54)

Since (s, y, t) is a maximum point of φ we have that φ(s, s, t) 6 φ(s, y, t), i.e.

υ(s, t)− υ(s, t)− β

t
− 2%eα(T−t)|s|2 6 υ(s, t)− υ(y, t)− β

t
−

− 1

2ε
|s− y|2 − %eα(T−t)(|s|2 + |y|2)

(4.55)

4The trace of a square matrix A is the sum of its diagonal elements.
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and from (4.49) we have that

υ(s, t)− υ(y, t)− β

t
− 1

2ε
|s− y|2 − %eα(T−t)(|s|2 + |y|2) 6

6
1

r

[
A+B − α%eα(T−t)(|s|2 + |y|2)

]
. (4.56)

Now from (4.55) and (4.56) we get

υ(s, t)− υ(s, t)− β

t
− 2%eα(T−t)|s|2 6 1

r

[
A+B − α%eα(T−t)(|s|2 + |y|2)

]
.

Sending ε→ 0+ and using the estimates from (4.52) and (4.54) we obtain

υ(s, t)− υ(s, t)− β

t
− 2%eα(T−t)|s|2 6 2%eα(T−t0)

r

[
c(1 + 2|s0|2)− α|s0|2

]
.

Choosing α sufficiently large and sending β, %→ 0+ we conclude that

υ(s, t) 6 υ(s, t).

which completes the proof.

�

Next we give the main result of this section, the uniqueness theorem.

Theorem 4.4.5. Uniqueness
The value function υ is the unique viscosity solution of (4.16).

Proof: Let υ1 and υ2 be two viscosity solutions of (4.16). Then applying
(4.41) from the comparison theorem we have that υ1 = υ2 on R+ × [0, T ] and the
uniqueness of the solution is proved.

�

In this section we have proved the existence and uniqueness of the viscosity solution
for the HJB equation associated with the swing pricing problem. In the next part
we will compute this solution numerically.
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4.5 Numerical calculations

We have showed before that in order to price the swing option we have to solve
the system of variational inequalities (4.11), computing the following reward payoff
function at each time-step

Φk(s, t) =

{
max

{
Υk(s, t); υk(S

s,t
t+1, t+ 1)

}
for t+ δR 6 T

φS(t) = max(K − s, 0) for t+ δR > T

where Υk(s, t) = φS(s, t) + E
[
e−rδRυk−1(Ss,tt+δR , t+ δR)

]
.

Thus, we define the following function for t+ δR 6 T

uk−1(s, t) = E
[
e−rδRυk−1(Ss,tt+δR , t+ δR)

]
.

This function represents the swing option value with one exercise right less, after
the refracting period δR. We can compute uk−1(s, t) by letting

uk(S, t) = w(S, 0),

where w(S, t) is the value of a European option with expiration date δR. Then, by
Theorem 2.4.3, w(S, t) is the solution to the following PIDE

∂w

∂t
+D[w] + L[w]− rw = 0, (s, t) ∈ R+ × [0, δR[

w(s, δR) = υk−1(s, t+ δR).
(4.57)

In this way, for t + δR 6 T a numerical algorithm calculates inductively the price
of the swing option

1. uk is obtained by computing (4.57),

2. then the PIDCP (4.11) is solved with

Υk(s, t) = φS(s, t) + uk−1(s, t). (4.58)

Numerically, in the first step, the problem (4.57) is discretized by finite difference
and for the integral term L[w] we are able to establish a fast recursion formula. This
two methodologies will be presented in the next sections. Thus, the discretization
leads to a system which is solved by an iterative method based on regular splitting
of the coefficient matrix. This approach has been studied in d’Halluin, Forsyth and
Vetzal [48] for example, so we skip the details here.
In the second step, we apply the finite difference scheme combined with the penalty
method, to enforce the early exercise constraint. The resulting system of nonlinear
algebraic equations will be solved iteratively.

In the next part of the thesis we will take a more detailed look on this approach.
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4.5.1 The penalty method

A variety of algorithms have been proposed in the literature to solve the linear
complementarity problems, including the operator splitting, projective over relax-
ation or the penalty method. We have to take in account though, that not all of
them can be applied to models with jumps.

In this thesis we will apply the penalty method to enforce the early exercise
constraint in the PIDCP (4.11). This is a very powerful technique which can be
used for any type of discretization, in any dimensions, on non-uniform meshes
or with nonlinearities. This method has been successfully applied before to price
American options in d’Halluin et. al. [47], [48], Forsyth and Vetzal [41] or Reisinger
[90]. To our knowledge, the penalty method has never been used in the context of
swing option valuation.

The main idea is to replace the system (4.11) by a nonlinear PIDE which
includes a penalty term. This term will prevent the value of the option from
falling below the payoff. Thus, the penalized equation yields

∂υk
∂t

+D[υk] + λ

∫
R+

υk(sz, t)feJ (z)dz − (r + λ)υk +
1

ε
P (υk,Υk) = 0, (4.59)

where P is the penalty term and ε > 0 is a positive parameter.
P is constructed such that

• If P > 0 then
∂υk
∂t

+D[υk] + λ
∫

R+
υk(sz, t)feJ (z)dz − (r + λ)υk 6 0.

• If P (υk,Υk) = 0 then
∂υk
∂t

+D[υk] + λ
∫

R+
υk(sz, t)feJ (z)dz − (r + λ)υk = 0,

for υk > Υk.

• If P (υk,Υk) > 0 for υk < Υk then max(Υk − υk, 0)→ 0 for ε→ 0.

We will discretize the nonlinear problem (4.59) by finite differences and solve the
resulting matrix system iteratively.
Next we give a short introduction to the finite difference method. For a detailed
presentation of this method we refer to Wilmott [106].

The finite difference method

The finite difference method it is a very powerful and flexible technique, which is
able to generate accurate numerical solutions to partial differential equations. As
stated at the beginning of this chapter, one main advantage of this technique is its
simplicity and thus, it is often used for more complex models and derivatives.

The idea behind this method is to replace the derivatives occurring in the partial
differential equations by approximations based on Taylor series expansions.
In the following we present the main steps of the finite difference method:

• The infinite domain is reduced to a bounded domain:
[0,∞)× [0, T ]→ [Smin, Smax]× [0, T ].
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• The domain is discretized and an equidistant grid is generated: the S-axis and
t-axis are divided into equidistant parts of length ∆S and ∆t. In this way the
(S, t) plan is divided into a dense mesh, with grid points (i∆S, j∆t) = (Si, tj)
with i = 1, ..., I, j = 1, ..., J .

• The derivatives are substituted with finite finite difference approximations at
every grid point where the solution is unknown, and so a system of algebraic
equations is formed.

• Convergence analysis is performed to guarantee a good approximation.

• The system of equations (together with the boundary conditions) is solved
iteratively and the approximated solution is obtained at each grid point.

The discretized value5 of the swing option at time step tj is denoted by

υji = υ(Si, tj) = υ(i∆S, j∆t). (4.60)

There are three commonly used types of finite difference approximations

• ∂υ

∂S
(S, t) =

υi − υi−1

∆S
+O(∆S) forward approximation.

• ∂υ

∂S
(S, t) =

υi+1 − υi
∆S

+O(∆S) backward approximation.

• ∂υ

∂S
(S, t) =

υi+1 − υi−1

2(∆S)
+O((∆S)2) central approximation.

The second order partial derivatives can be estimated by the symmetric central
difference approximation in the following way

∂υ2

∂S2
(S, t) =

υi+1 − 2υi + υi−1

(∆S)2
+O((∆S)2).

The forward, backward and central finite difference approximations lead to explicit,
fully implicit and Crank-Nicholson schemes, respectively. For more details about
these methods, we refer to Wilmott [106].

next, we will present the discretization of the equation (4.59), starting with the
diffusion terms and neglecting the integral part. This term will be approximated
in a later section.

Discretization

We approximate the diffusion terms by using the θ-method, which can be considered
as a weighted average of the explicit and implicit schemes. Thus, for i = 2, ..., I−1

5From now on we will leave away the subscript k from the value function υk, not to cause any
confusion with the discretization indices.
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and j = 2, ..., J − 1 we get

υj+1
i − υji

∆t
+ θ

[
σ2S2

i

2

υji+1 − 2υji + υji−1

(∆S)2
+ α(tj)Si

υji+1 − υ
j
i−1

2∆S
− (r + λ)υji

]
+

+(1− θ)

[
σ2S2

i

2

υj+1
i+1 − 2υj+1

i + υj+1
i−1

(∆S)2
+ α(tj+1)Si

υj+1
i+1 − υ

j+1
i−1

2∆S
− (r + λ)υj+1

i

]
+

+
1

ε
max(Υi − υji , 0) = 0, (4.61)

where Υi is the vector of payoffs obtained by the discretization. Moreover, θ ∈ [0, 1]
is a weight parameter which gives the following approximations: for θ = 0 we re-
cover the explicit scheme, for θ = 1 the fully implicit scheme and for θ = 1

2
we get

the Crank-Nicholson scheme.
Explicit schemes are typically simple to implement, but suffer from stability issues.
Implicit methods are unconditionally stable, but exhibit only linear convergence.
Polley et. al. [87] stated that it is advantageous to use Crank-Nicolson time
stepping to achieve quadratic convergence. However, this method can lead to os-
cillations in the numerical solution.
In order to avoid these oscillations, Rannacher [89] introduced a scheme in which
the fully implicit time stepping is used for the first four steps and then Crank-
Nicolson scheme for the remaining time steps. In this way, high frequency error
components will be dampened by the implicit steps, leading to smooth convergence.
The expected convergence rate remains quadratic since only a finite number of im-
plicit steps are taken. Experimental computations in Polley [86] and Shin [94] also
indicate that Rannacher stepping technique improves the stability of the numerical
scheme.

In the Rannacher time stepping scheme, θ has the following form

θ =

{
1 for j = J − 1, J − 2, J − 3
1
2

for j = J − 4, ..., 2.

Rearranging in (4.61) we get

υji [1 + θ∆t(ai + bi + r + λ)]− υji+1θ∆tai − υ
j
i−1θ∆tbi −

∆t

ε
max(Υi − υji , 0) =

= υj+1
i [1− (1− θ)∆t(ai + bi + r + λ)] + υj+1

i+1 (1− θ)∆tai + υj+1
i−1 (1− θ)∆tbi.

(4.62)

At the missing points i = {1, I} we will impose the boundary conditions, which
we will give in the next section. The terms ai and bi are determined by choosing
between the following discretizations

• Central differences

ai,c =
σ2S2

i

2(∆S)2
+
α(ρ∗(tj)− lnSi)Si

2∆S
,

bi,c =
σ2S2

i

2(∆S)2
− α(ρ∗(tj)− lnSi)Si

2∆S
. (4.63)
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• Forward differences

ai,f =
σ2S2

i

2(∆S)2
+
α(ρ∗(tj)− lnSi)Si

∆S
,

bi,f =
σ2S2

i

2(∆S)2
. (4.64)

• Backward differences:

ai,b =
σ2S2

i

2(∆S)2
,

bi,b =
σ2S2

i

2(∆S)2
− α(ρ∗(tj)− lnSi)Si

∆S
. (4.65)

We will choose between central, forward, respectively backward differences at each
node by using the algorithm given in the Appendix A.1. This algorithm ensures
that ai and bi satisfy the following positive coefficient condition

ai, bi > 0 for all i = 2, ..., I − 1, j = 2, ..., J − 1. (4.66)

This condition avoids oscillatory solutions and will be an important tool in proving
the convergence of the penalty iteration, as we will show later.

The discretization of the diffusion terms in (4.62) leads to a tridiagonal matrix6.
Solving the resulting discretized system with such a matrix is very efficient and the
programming time is extremely low.
On the other hand, in the case of the integral term (4.13) this discretization leads
to a full matrix, which is computationally more expensive. However, one main
advantage of the electricity spot model proposed in Section 3.2 is that the jumps
are modeled by a double exponential distribution. In this case, it is possible to
approximate the integral term by a recursion formula, similar to the one presented
by Toivanen [98] using the Kou model for pricing American options. Recently,
Griebel and Hullmann [44] derived such a formula for the valuation of European
basket options, by applying the Galerkin method.

In the next section we will approximate the integral term and derive the recur-
sion formula for our model.

4.5.2 The recursion formula for the integral term

We first observe that by using condition (4.15) we can rewrite the integral term in
(4.13) as

λ

∫
R+

υ(Sz, t)feJ (z)dz. (4.67)

The discretization of this term leads to a I × I matrix which we denote by Jump.
Using the formulation (3.10) for the density function, we can split the integral

6A tridiagonal matrix is a matrix whose elements are zero except for those on and immediately
above and below the leading diagonal.
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(4.67) in two integrals J1 and J2. Then by changing the variable y = Sz we obtain

J1 =
1

S

∫ ∞
S

υ(y, t)feJ (y/S)dy = pη1S
η1

∫ ∞
S

υ(y, t)y−η1−1dy

and

J2 =
1

S

∫ S

0

υ(y, t)feJ (y/S)dy = qη2S
−η2
∫ S

0

υ(y, t)yη2−1dy.

In the following we will consider the approximation of the integral J1, while J2

can the treated in the same way.
At each grid point Sm ( m = 2, ..., I − 1 ) we need to approximate

(J1)m = pη1S
η1
m

∫ ∞
Sn

υ(y, t)y−η1−1dy =
m−1∑
n=0

(J1)m,n,

where (J1)m,n = pη1S
η1
m

∫ Sn+1

Sn
υ(y, t)y−η1−1dy.

Linear interpolation for υ between the grid points leads to

(J1)m ≈ (M1)m =
m−1∑
n=0

(M1)m,n (4.68)

with

(M1)m,n = pη1S
η1
m

∫ Sn+1

Sn

(
Sn+1 − y
Sn+1 − Sn

υ(Sn, t) +
y − Sn

Sn+1 − Sn
υ(Sn+1, t)

)
y−η1−1dy.

(4.69)

By performing the integration we obtain

(M1)m,n =
pSη1m

(η1 − 1)(Sn+1 − Sn)

{
[S1−η1
n+1 − (Sn+1 − η1(Sn+1 − Sn))S−η1n ]υ(Sn, t)+

+ [S1−η1
n − (Sn + η1(Sn+1 − Sn))S−η1n+1]υ(Sn+1, t)

}
. (4.70)

Following the approach proposed by Toivanen [98] we can now derive a fast and
easy to implement recursion formula to determine (M1)m.

The observation that (M1)m−1,n

(M1)m,n
=
(
Sm−1

Sm

)η1
, together with the equation (4.68),

leads to the following recursion formula

(M1)m−1 =

(
Sm−1

Sm

)η1
(M1)m + (M1)m−1,m−1 m = 2, ..., I − 1. (4.71)

Similarly, we obtain a recursion formula for (M2)m

(M2)m+1 =

(
Sm
Sm+1

)η2
(M2)m + (M2)m+1,m m = 2, ..., I − 1 (4.72)
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where

(M2)m,n =
qS−η2m

(η2 + 1)(Sn+1 − Sn)

[
(Sη2+1

n+1 − (Sn+1 + η2(Sn+1 − Sn)Sη2n )υ(Sn, t)+

+ [Sη2+1
n − (Sn − η2(Sn+1 − Sn))Sη2n+1]υ(Sn+1, t)

}
. (4.73)

Toivanen [98] showed that under suitable regularity assumptions on υ, the ap-
proximation of the integral is of second-order accuracy and that the accumulating
error grows at most linearly with respect to the number of grid points. This means
that the formulas are sufficiently stable to be used in the computations.

The following propositiondescribes an important property which refers to the
positivity of the jump matrix terms, and which will be useful for the convergence
result.

Proposition 4.5.1. The elements of the jump matrix Jump are positive, i.e.

(Jump)m,n > 0,

for all m,n = 1, ..., I.

Proof: It is enough to show that the coefficients of υ(Sn, t) and υ(Sn+1, t)
appearing in (4.70), respectively (4.73) are positive.
We introduce the following functions

F1(Sn+1) = S1−η1
n+1 − (Sn+1 − η1(Sn+1 − Sn))S−η1n

F2(Sn+1) = S1−η1
n − (Sn + η1(Sn+1 − Sn))S−η1n+1

F3(Sn+1) = Sη2+1
n+1 − (Sn+1 + η2(Sn+1 − Sn)Sη2n

F4(Sn+1) = Sη2+1
n − (Sn − η2(Sn+1 − Sn))Sη2n+1,

with Sn, Sn+1 ∈ [Smin, Smax] and Smin = S1 < S2 < ... < Sn = Smax.

We will show next that the function F1 is positive ∀n = 1, ..., I.
For n = 1 we have that F (S2) = S1−η1

2 − (S2 − η1(S2 − S1))S−η11 .
We observe that

F1(S1) = 0. (4.74)

Then using the fact that S2 − S1 > 0 and η1 > 1 we have

F ′1(S2) = S−η12 − η1S
−η1
2 − S−η11 + η1S

−η1
1 =

= (S−η11 − S−η12 )(η1 − 1) > 0,

which together with (4.74) gives us that F (S2) > 0. It is trivial to show then
inductively that

F1(Sn+1) = S1−η1
n+1 − (Sn+1 − η1(Sn+1 − Sn))S−η1n > 0,

for all n = 1, ..., I.

The positivity of the functions F2, F3, respectively F4 can be proved in the same
way.
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�

For the discretization problem we will also need the multiplication of a vector to
the jump matrix. That gives us

Jumpυi = λ [(M1)i + (M2)i] , i = 2, .., I − 1. (4.75)

Introducing the jumps approximation into (4.62) we get

υji [1 + θ∆t(ai + bi + r + λ)]− υji+1θ∆tai − υ
j
i−1θ∆tbi − θ∆tJumpυji −

−υj+1
i [1− (1− θ)∆t(ai + bi + r + λ)]− υj+1

i+1 (1− θ)∆tai − υj+1
i−1 (1− θ)∆tbi −

−(1− θ)∆tJumpυj+1
i − ∆t

ε
max(Υi − υji , 0) = 0. (4.76)

Equation (4.76) represents a system of nonlinear algebraic equations and it will
be solved iteratively. The iterative solution can be best understand if we rewrite
(4.76) in matrix form

[I − (1− θ)∆tA− λ(1− θ)∆tJump] υj+1 =

= [I + θ∆tA− λθ∆tJump] υj − P j(Υi − υj), (4.77)

where P j is a diagonal penalty matrix, given by

(P j)i,i =

{
Large, if υji < Υi

0, otherwise
(4.78)

where Large is a penalty factor which will be related to the desired convergence
tolerance, as we will show in the next section.
Moreover, in (4.77) I represents the identity matrix and A is a tridiagonal matrix
with the elements Am,n

Am,n =


−bi if m = n− 1
ai + bi + r + λ if m = n
−ai if m = n+ 1.

(4.79)

for m,n = 2, ..., I − 1.
By imposing the positive coefficient condition (4.66), it is trivial to show that A is
a M-matrix.7

We set Dirichlet boundary conditions at m = {1, I} as follows

Am,n = 0 for m = {1, I}
Pm,n = 0 for m = {1, I}

Jumpm,n = 0 for m = {1, I} .

In the next section we will have to evaluate the matrix D := A−λJump. Thus,
we will take a closer look on its properties. First we remark that

7A M-matrix has a positive diagonal, a non-positive off-diagonal and non-negative row sums,
at least one being positive.
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Lemma 4.5.1. The matrix λI − λJump is a diagonally dominant Z-matrix8 with
the diagonal being positive, i.e.∑

j

(λI − λJump)m,m > 0, Jumpm,n 6 0 ∀m 6= n, i = 1, .., I − 1.

The proof of this Lemma can be found in Toivanen [98] so we omit the details
here.

Proposition 4.5.2. The matrix D = A−λJump is a strictly diagonally dominant
M-matrix.

Proof: it is trivial to show that A−λI is a M-matrix and together with Lemma
4.5.1 we get that A− λI + λI − λJump = A− λJump is also a M-matrix.

�

We can now rewrite equation (4.77) in the following way

[I − (1− θ)∆tD] υj+1 = [I + θ∆tD] υj − P j(Υi − υj). (4.80)

Note that the matrix formulation (4.80) and the discretization (4.76) are equivalent.
In the proofs to follow we will use both formulations.

We have showed until now that the problem (4.16) has a unique viscosity so-
lution and then we have introduced the finite difference method to approximate
this value. However, the question regarding the convergence of the scheme to the
correct solution remains. This issue will be treated in the next section.

4.5.3 Convergence analysis

In this section we will show that the discretization scheme is monotone, stable and
consistent. Then, according to Barles [5], the scheme converges to the unique (cf.
Theorem 4.4.5) viscosity solution.

We denote by S(υ̃, θ) the finite difference approximation of the penalized matrix
formulation

S(υ̃, θ) = [I + θ∆tD] υj − [I − (1− θ)∆tD] υj+1 − P j(Υi − υj), (4.81)

where let υ̃ = (υji , υ
j+1
i , υjγi , υ

j+1
γi

) and γi ∈ {i− 1, i+ 1}.
d’Halluin et. al. [48] state that usually, consistency follows if any reasonable9

discretization method is used. The stability property is usually a consequence of
monotonicity of the scheme. Therefore, the most interesting requirement will be
the monotonicity.

8A Z-matrix is a particular case of a M-matrix, in which the off-diagonal entries are less than
or equal to zero.

9Referring to implicit or Crank-Nicholson schemes.
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Definition 4.5.1. Monotone discretization
The discretization (4.81) is monotone if either

S(υji , υ
j+1
i + %j+1

i , υjγi + %jγi , υ
j+1
γi

+ %j+1
γi
, θ) > S(υji , υ

j+1
i , υjγi , υ

j+1
γi

, θ)

S(υji + %ji , υ
j+1
i , υjγi , υ

j+1
γi

, θ) 6 S(υji , υ
j+1
i , υjγi , υ

j+1
γi

, θ)

(4.82)

or

S(υji , υ
j+1
i + %j+1

i , υjγi + %jγi , υ
j+1
γi

+ %j+1
γi
, θ) 6 S(υji , υ

j+1
i , υjγi , υ

j+1
γi

, θ)

S(υji + %ji , υ
j+1
i , υjγi , υ

j+1
γi

, θ) > S(υji , υ
j+1
i , υjγi , υ

j+1
γi

, θ)

(4.83)

hold, ∀ γi ∈ {i− 1, i+ 1}, ∀ %ji , %jγi , %
j+1
γi
, %j+1

i > 0.

Proposition 4.5.3. Monotonicity
1. The fully implicit discretization scheme (4.81) is monotone, independent of the
choice of ∆t;
2. The Crank-Nicholson discretization scheme (4.81) is monotone, if the timestep
∆t satisfies the following condition

∆t <
2

(D)i,i
i = 1, ..., I. (4.84)

Proof: 1. In the case of the fully implicit discretization (θ = 1), (4.81) becomes

S(υ̃, 1) = [I + ∆tD] υj − υj+1 − P j(Υi − υj). (4.85)

From Remark (4.5.2) we know that D is a M-matrix, in consequence I + ∆tD is a
M-matrix as well. That means that [I + θ∆tD] υj is an increasing function of υji
and decreasing of υjγi .
From (4.78) we know that the matrix P j is positive, which means that −P j(Υi−υj)
is an increasing function of υji .
The monotonicity of equation (4.85) follows now directly from Definition 4.5.1.

2. For the Crank-Nicholson discretization (θ = 1
2
) the scheme (4.81) becomes

S
(
υ̃,

1

2

)
=

[
I +

1

2
∆tD

]
υj − υj+1 +

1

2
∆tDυj+1 − P j(Υi − υj). (4.86)

As in the previous case we have that [I + θ∆tD] υj is an increasing function of υji
and decreasing of υjγi .
It is known that the Crank-Nicholson discretization is conditionally monotone. In
order to achieve monotonicity of (4.86) we need to assure that

I − 1

2
∆tD > 0, (4.87)
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so that

[
I − 1

2
∆tD

]
υj+1 is a decreasing function of υj+1

i .

Rearraging in (4.87) we get that the Crank-Nicholson scheme is monotone if the
timestep is selected such that the following condition holds

∆t <
2

(D)i,i
, i = 1, ..., I.

�

The monotonicity of the jump discretization is a very important tool for the finite
difference convergence theorem, but as well for the iteration convergence theorem.

Proposition 4.5.4. Monotonicity of the approximated integral
The approximation of the integral term (4.67) is monotone.

Proof: the monotonicity of the jump matrix Jump results from Proposition
4.5.1 and by Definition 4.5.1.

�

Proposition 4.5.5. Stability
1. In the fully implicit case, the scheme (4.81) is stable for any ∆S,∆t > 0;
2. If the condition (4.84) is satisfied, then the discretization (4.86) is stable.

Proof: 1. We denote by SD the scheme without the jump terms

SD(υ̃, 1) = [I + ∆tA] υj − υj+1 − P j(Υi − υj).

The stability of SD follows directly from maximum analysis, we refer to Forsyth et.
al. [42] for a complete proof. Then the stability of (4.85) is a trivial consequence
of the SD stability and the monotonicity of the integral term (Proposition 4.5.4).

2. If condition (4.84) is satisfied, then by Proposition 4.5.3 the scheme is mono-
tone and so we can apply the same results as in the fully implicit case above.

�

In order to show the last property needed for the convergence, we denote by
Gji (υ̃, Jumpυji , θ) the finite difference discretization of the equation (4.59). More-
over, we introduce the functions GDji (υ̃, θ), GJ

j
i (Jumpυj), GPji (P j), which repre-

sent the discretized diffusion terms, the approximation of the integral, respectively
the discretized penalty terms. The complete formulation of these functions is given
in the Appendix A.1.

Proposition 4.5.6. Consistency
The finite difference scheme Gji (υ̃, Jumpυji , θ) is consistent if we have∣∣∣∣Gji (υ̃, Jumpυj, θ)−

(
∂υ

∂t
+D[υ] + L[υ]− (r + λ)υ +

1

ε
max(Υ− υ, 0)

)
(S, t)

∣∣∣∣→ 0,

when (∆S,∆t)→ 0, (Si, tj)→ (S, t) and θ ∈
{

1, 1
2

}
.
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Proof: the idea of the proof is to show that the following properties hold:∣∣∣∣∣υj+1
i − υji

∆t
− ∂υ

∂t

∣∣∣∣∣ −→ 0 (4.88)∣∣GDji (υ̃, θ)−D[υ(S, t)]
∣∣ −→ 0 (4.89)∣∣∣∣GPji (P j)− 1

ε
max(Υ− υ, 0)

∣∣∣∣ −→ 0 (4.90)∣∣GJ j
i (Jumpυj)− L[υ(S, t)]

∣∣ −→ 0 (4.91)

where D and L were defined in (4.12) and (4.13).

The properties (4.88)-(4.90) can be proved using Taylor series analysis, see for
example Cont and Voltchkova [31]. Condition (4.91) is proved in Toivanen [98].

�

Theorem 4.5.1. Convergence of the finite difference scheme
If the scheme (4.81) is stable, monotone, consistent and the approximating integral
is monotone, then the discretization scheme converges locally uniform to the unique
(cf. Theorem 4.4.5) viscosity solution of (4.16) a.s. (∆S,∆t)→ 0.

Proof: from Propositions 4.5.3, 4.5.5, 4.5.6 and Proposition 4.5.4 we know that
the discretization of the penalized equation (4.81) is monotone, stable, consistent
and the integral approximation is monotone. Therefore the proof of Theorem 4.5.1
follows directly from the results of Barles [5] and Briani [20].

�

In the next section we present an iterative method to solve the equation (4.80) and
we prove that the iteration is convergent.

4.5.4 Matrix iteration

The non-linear discrete equation (4.80) can be solved using generalized Newton it-
eration. This method has finite termination and it converges to the unique solution
of the equation (4.59). This iterative approach was proposed by d’Halluin et. al.
[47] for American option pricing.
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The algorithm can be summarized as follows

Penalty algorithm

Let υ0 = υj+1

υ̂l = (υj)l

P̂ l = P ((υj)l)

for l = 0, 1, 2, ... until convergence

Solve

υ̂l+1 =
(
I + θ∆tA+ P̂ l

)−1 [
[I − (1− θ)∆tD]υj+1 + θ∆tλJumpυ̂l + P̂ lΥ

]
(4.92)

If max
i

|υ̂l+1 − υ̂l|
max(1, |υ̂l+1|)

< tol then quit

End for

where tol defines the desired accuracy and the vector υ̂l is suppose to be accurate
enough when

max
i

|υ̂l+1 − υ̂l|
max(1, |υ̂l+1|)

< tol =
1

Large
.

At any time step l, if equation (4.92) is violated, a new penalty matrix is created
using equation (4.78) and equation (4.80) is solved again for υ̂l+1. When the desired
accuracy has been achieved, i.e. equation (4.92) is true, we step backwards in time
and solve for the new time step.

Next we will introduce some useful lemmas for the convergence theorem of the
penalty iteration. These lemmas can be easily proved following d’Halluin, Forsyth
and Labahn [47], so we omit the details here.

Lemma 4.5.2. M-matrices
Both [I + θ∆tA+ P j] and [I + θ∆tA+ P j − θ∆tλJump] are M-matrices.

Lemma 4.5.3. Bounded iterates
Suppose that ai, bi satisfy the positive coefficient condition (4.66) for all i. Then
for a given timestep, all iterates υ̂l+1 in the iteration scheme (4.92) are bonded,
independent of l.

The iteration (4.92) can be rewritten in the following way[
I + θ∆tA+ P̂ l

]
(υ̂l+1 − υ̂l) = (P̂ l − P̂ l−1)(Υ− υ̂l) + θ∆tλJump(υ̂l − υ̂l−1).

(4.93)

The following lemma determines the sign of (P̂ l − P̂ l−1)(Υ − υ̂l), which will also
be a convenient result in the proof of the convergence theorem.
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Lemma 4.5.4. Positive penalty term
If the penalty matrix is given in (4.78) and the iteration algorithm by (4.92), we
have that

(P̂ l − P̂ l−1)(Υ− υ̂l) > 0, for all l > 1. (4.94)

Lemma 4.5.5. Norm of the iteration matrix
Let A, Jump and P̂ l be given by (4.79), (4.75) and (4.78) respectively, and the

assumptions in Lemma 4.5.3 hold. Then for U l := [I + θ∆tA+ P̂ l] we have:

‖[U l]−1Jump‖∞ 6
1

1 + θ∆t(r + λ)
. (4.95)

We can now give the main convergence result for the penalty iteration (4.92).

Theorem 4.5.2. Convergence of the penalty iteration
Let A, Jump and P̂ l be given by (4.79), (4.75), respectively (4.78) and ai, bi satisfy
the positive coefficient condition (4.66) for all i. Then the iteration (4.92) converges
to the unique solution of (4.80), for any initial iterate υ̂0.

Proof: we follow the lines of the convergence proof given in d’Halluin, Forsyth
and Labahn [47], in the case of American options.
By using the equation (4.95) we can rewrite (4.93) in the following way

U l(υ̂l+1 − υ̂l) = (P̂ l − P̂ l−1)(Υ− υ̂l) + θ∆tλJump(υ̂l − υ̂l−1).

For any l > 1 we can write

υ̂l+1 − υ̂l = Y l +W l(υ̂1 − υ̂0), (4.96)

with

Y l = (U l)−1(P̂ l − P̂ l−1)(Υ− υ̂l) +

+θ∆tλ(U l)−1Jump(U l−1)−1(P̂ l−1 − P̂ l−2)(Υ− υ̂l−1) +

+ · · ·
+[θ∆tλ]l−1(U l)−1Jump(U l−1)−1Jump · · · (U−1)−1(P̂ 1 − P̂ 0)(Υ− υ̂1),

W l = [θ∆tλ]l(U l)−1Jump(U l−1)−1Jump · · · (U1)−1Jump.

In order to prove convergence of the iteration, we have to show that both Y l and
W l tend to zero, as l gets large. We will start by proving that Y l, W l > 0.
From Lemma 4.5.4 we have that (P̂ l − P̂ l−1)(Υ− υ̂l) > 0 for all l > 0, while from
Remark 4.5.2 we get that [U l]−1 > 0. Now if we take in account Proposition 4.5.4
it follows that Y l > 0. In the same way we can show that W l > 0.
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Applying Lemma 4.5.5 to the equation (4.97), we get that for each i

‖W i‖∞ 6
[

θλ∆t

1 + θ∆t(r + λ)∆t

]i
(4.97)

and hence

‖
l∑

i=1

W i‖∞ 6
l∑

i=1

[
θλ∆t

1 + θ∆t(r + λ)

]i
6

[
θλ∆t

1 + θ∆t(r + λ)

]
. (4.98)

Thus we have that
{∑l

i=1W
i
}
l=1,2,...

is bounded and consists of non-decreasing

elements. Hence, the sequence converges and W i → 0 as l→∞.
Summing up in the equation (4.96) over the index l, we get

υ̂l+1 = υ̂1 +
l∑
l=1

Y i +
k∑
l=1

W i(υ̂1 − υ̂0). (4.99)

From equation (4.97) we get that
∑l

i=1W
i(υ̂1 − υ̂0) converges to a finite value.

Furthermore from Lemma 4.5.3 we have that the left hand side of equation (4.99)

is bounded from above. Consequently, the sequence
{∑l

i=1 Y
i
}
l=1,2,...

is bounded

and non-decreasing and therefore it is convergent.

In consequence, a convergent limit exists, and from Theorem 4.4.5 this is the
unique solution to the equation (4.80).

�
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4.6 Numerical results

In this section we present the numerical results for swing option pricing using the
approach described before in this chapter. For the computations we used an Intel
(R) Core (TM) 2 Quad CPU Q9300 2.50GHz and we implemented the algorithm
in MATLAB 7.7.

To verify our implementation, we first consider the Black-Scholes and Kou mod-
els and determine the swing option price within these frameworks.
Afterwards we compute the value of swing options with up to 15 exercise rights
using the mean-reverting double exponential jump-diffusion model introduced in
Chapter 3. We investigate the dependence of swing option value on the model
parameters and the number of exercise rights.

Pricing swing option under the Black-Scholes and Kou model

We test our algorithm on the general set of parameters used by Wilhelm [105] in
her thesis. She priced swing options under the Black-Scholes model using the finite
element method.
We use the following parameters

Ns = 5, T = 1, t = 0, K = 100, σ = 0.3, r = 0.05, δR = 0.1.
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Figure 4.1: Left: swing values with up to 5 exercise rights under the Black-Scholes
model; Right: swing option price with 3 exercise opportunities using the Black-
Scholes and Kou model.

Figure 4.1 shows on the left-hand side the swing option put values with up
to 5 exercise rights. In this case, the price follows the Balck-Scholes model. We
applied the method of finite differences combined with the penalty method and we
obtained the same results as Wilhelm [105] using the finite element method.
On the right-hand side, Figure 4.1 shows the impact of introducing double expo-
nential jumps into the model, that is the Kou model. The jump parameters for
this model are as follows

λ = 0.5, η1 = 3.0465, η2 = 3.0775, p = 0.3445



CHAPTER 4. PRICING SWING OPTIONS 91

and have been taken from Toivanen [98]. As we expected, the introduction of jumps
increases the swing price, due to the risk introduced by the jumps.

Next we present the numerical results for swing option value using the mean-
reverting double exponential jump-diffusion model with seasonality.

Pricing swing options under the mean-reversion
double exponential jump-diffusion model

We recall the formulation of the mean-reverting double exponential jump-diffusion
model introduced in Chapter 3

dSt = α(ρ(t)− lnSt)Stdt+ σStdWt + St(e
Jt − 1)dNt,

where the time-dependent mean-reverting level is given by

ρ(t) =
1

α

(
df(t)

dt
+
σ2

2

)
+ f(t)

For the numerical valuation we first consider the following set of parameter values

Ns = 15, S = 3.5, α = 0.5, σ = 1.4, T = 1, t = 0, K = 3.5,

λ = 0.5, η1 = 1.29, η2 = 0.37.

For the simulations we used the annual seasonality function (3.13), with arbitrary
parameters.

To check the validity of our algorithm, we first consider a particular case: if
Ns = 1, the problem reduces to pricing an American option, which is known to be
an upper bound for the corresponding swing option.
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Figure 4.2: Swing option with 15 exercise rights versus a strip of American options.

Figure 4.2 presents the values of one year swing option with up to 15 exercise
rights, compared to the value of 15 American options.
Let k = 1, ..., 15 be the number of exercise rights. Then for k = 1, the swing
option value coincides with the American option value, as we expected. Otherwise,
k American options are more expensive than a swing option with k exercise rights,
as the rights of a swing option can only be exercised one at a time.
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Next we will test the sensitivity of the swing option prices to different model
parameters. We consider the parameters given in (4.100) as the original parameters.
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Figure 4.3: Behavior of the swing option price to the model parameters. The
volatility σ and the mean-reversion rate α are shifted up and down from the original
values.

In Figure 4.3 we deviate the volatility σ and the mean-reversion rate α from
their original values, while the rest of the parameters are held constant. Observe
that the most significant change is caused by the shifts of the volatility σ. Also, we
can see that a change in the mean-reversion parameter α is inversely proportional to
the price. That can be explained by looking at the variance of the price process (see
Appendix A, (A.9)). According to Kluge [64], there is a direct relationship between
the variance and the option price. The variance of the log-price process is given by
the multiplication of 1

α
with another term, and hence the inverse proportionality.
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Figure 4.4: Left: the jump intensity parameter λ is shifted up and down from its
original value. Right: the swing values are computed against the total number of
exercise rights, at different times t.

On the left-hand side, Figure 4.4 shows the behavior of the swing option to
changes in the jump intensity parameter λ. As in Figure 4.1, we observe that for
a higher jump intensity, the option price will increase, due to the risk introduced
by the jumps.
On right-hand side, Figure 4.4 shows the swing option prices at different times t.
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For t = 0 the holder has the maximum number (Ns) of possibilities to exercise the
option, that means that the option value is the largest in this case. As t gets closer
to the expiration date (T = 1), the holder of the option has less time to exercise
all his exercise rights, due to the refraction times. Thus, the option value decreases
in time.
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Chapter 5

Pricing swing options with power
volume constrains

In this chapter we propose a new approach for pricing general swing options. We
will show that it is possible to extend the results presented in the previous chapter,
to swing options that include volume constraints.
By introducing the volume optionality into the swing formulation, the pricing prob-
lem becomes even more difficult: the optimal decision on the quantity of electricity
to buy on each date depends not only on the price and on the number of remaining
swing rights, but also on the cumulative power consumption.

Designing efficient numerical methods for pricing such general swing derivatives
remains a challenging question. The valuation of this type of option is related to a
stochastic control problem, which can be formulated as a Hamilton-Jacobi-Bellman
(HJB) equation with two state variables, the quantity and the price. Having more
than one state variable considerably complicates the problem. However, using the
method of characteristics, the problem can be simplified and then solved numeri-
cally using an approach similar to the one in the previous chapter.
We apply the penalty method to enforce the early exercise constraint and prove
the existence of the viscosity solution for the penalized equation. This nonlinear
equation is discretized by finite differences. The integral term can be approximated
using the recursion formula presented in Section 4.5.2.
Provided a comparison principle holds, we prove that the finite difference scheme
converges to the unique viscosity solution of the penalized equation, by verifying
the stability, monotonicity and consistency of the scheme.
The solution can be then found using the generalized Newton iteration, as in the
previous chapter.

95
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5.1 Introduction and swing problem formulation

In this section we will formulate the optimal multiple stopping time problem asso-
ciated to the swing option with variable volume. We will first start with a short
overview on the existing numerical approaches for these specific contracts.

There are only a few theoretical results in the literature that discuss the val-
uation of general swing options. One of the first attempts was introduced by
Lari-Lavassani et. al. [68]. They used the binomial tree method to price swing
options with global volume constraints. A similar approach was proposed by Jaillet
et. al. [59], using a mean-reverting model. More recently, Wahab and Lee [100]
developed a pentanomial lattice method to evaluate swing options in gas markets
under a regime switching model for the spot price. Wahab et. al. [101] extended
this approach to electricity swing contracts, where the spot price is switching be-
tween a mean-reverting and a Geometric Brownian Motion process.
Keppo [62] used a linear programming method to price swing contracts with local
and global volume constraints, in a forward market. He provided some upper and
lower bounds for the value function and he proved that the optimal exercise strat-
egy is of bang-bang1 type in the case when no penalties are applied.
An interesting approach was presented by Bardou et. al. [4] who investigated a
numerical integration method, so-called optimal quantization, for pricing general
swing options. They introduced global volume constraints and showed that the op-
timal strategy is of bang-bang type in this case. Barrera-Esteve et. al. [10] consider
gas swing options with changeable amounts and fixed exercise times. They worked
under a forward market and extended the Least Squares Monte-Carlo approach to
swing options with variable volume.
Another way to analyze this problem was proposed by Lund and Ollmar [74], who
studied flexible load contracts (similar to swing options) by formulating the con-
tract as a stochastic optimization problem under a Ornstein-Uhlenbeck process
with local and global constraints. Haarbrücker and Kuhn [46] investigated pric-
ing of electricity swing options using stochastic programming, under a forward
price model. They compared this technique with the Least Squares Monte-Carlo
method and observed that stochastic programming performs better in the presence
of various risk factors and state variables.

Most of the approaches presented above were using a forward price model and
did not include refraction periods between swing exercise rights. However, since
swing options are influenced by the hourly price behavior, a realistic approach
would be to work under a spot-based model.

In this chapter we valuate general swing options under the double exponential
jump-diffusion spot model (3.8). Like in the previous chapter, we will impose a
refraction time between two successive exercise rights. Moreover, we require that
the option holder is allowed buy a maximum amount of energy Qmax MWh during
the contract period [0, T ] and he has to acquire at least Qmin MWh until maturity.
On the other hand, at every time t, the owner of the contract is allowed to purchase

1That means that the swing option is exercised either at the highest or lowest level allowed
by the local constraints.
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a limited amount of energy q(t), at a maximum rate pmax MW, respectively at
a minimal power rate pmin MW. Also denote by Q(t) the amount of electricity
purchased up to time t. Then we have that Q(0) = 0.

Consequently, the consumption processes q(t) and Q(t) satisfy the following
local and global constraints

pmin(T − t) 6 q(t) 6 pmax(T − t), (5.1)

Qmin 6
T∑
t=0

q(t) = Q(T ) 6 Qmax. (5.2)

In the case when the global constraints are allowed to be violated, penalties have to
be settled at expiration. We will not consider penalty payments in this thesis, and
assume for the rest of the paper that the global constraints are firm. In this case,
Keppo [62] proved that it is optimal to always exercise in a bang-bang fashion, that
is, either at a minimum power rate pmin or at the maximum rate pmax.

Without loss of generality we can set Qmin = 0 and p = {pmin, pmax}. This
implies that the purchased quantity of energy at time t is given by

q(t) = p(T − t). (5.3)

We define the new set T t,Q,T of stopping times, which keeps the characteristics
of the set T t,T defined in (4.3) and has the following additional properties

• q(t) and Q(t) are Ft - measurable

• equations (5.1) and (5.2) are satisfied.

Then for k = 1, ..., Ns, the value of the swing option is given by the supremum over
the expected discounted payoff at each stopping time

υk(s,Q, t) = sup
(Q(τk),τ)∈T t,Q,T

E

[
Ns∑
k=1

e−r(τk−t)Φk(S,Q, τk)|S(t) = s,Q(t) = Q

]
(5.4)

with τ = (τ1, .., τNs). As we showed in the previous chapter, this multiple stopping
time problem can be reduced to a sequence of Ns optimal single stopping problems

υk(s,Q, t) = sup
(Q(τ),τ)∈Tt,Q,T

E
[
e−r(τ−t)Φk(Sτ , Q, τ)|S(t) = s,Q(t) = Q

]
, (5.5)

with the following payoff function

Φk(S,Q, t) =

{
max

{
ΥQ
k (s,Q, t); υk(s,Q, t+ 1)

}
t+ δR 6 T

q(t)(K − S)+ t+ δR > T
(5.6)

where ΥQ
k = q(t)(K − S)+ + E

[
e−rδRυk−1(Ss,tt+δR , Q(t+ δR), t+ δR)

]
. (5.7)

In this way, the arbitrage free price of a general swing option can be determined
by a sequence of single optimal stopping time problems.
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5.1.1 Partial integro-differential complementarity
formulation

In the previous section we showed that the price of a general swing option can be
associated to an optimal multiple stopping time problem. Moreover, in Chapter
4 we saw that it is possible to reduce this problem to a partial integro-differential
complementarity formulation.
Due to the new volume variable in the general swing problem formulation, we will
have to deal with a two state variable partial differentiable equation. In Appendix
B we develop the linear complementarity problem for the swing option with volume
constraints, in the case when there are no jumps in the price process. This algorithm
is based on the delta hedging argument, i.e. a portfolio whose delta is kept to zero
as close as possible.

Then combining the results presented in Chapter 4 and Theorem 2.4.3, we
get that the value of a general swing option under the double exponential jump-
diffusion model (3.8) satisfies the following PIDCP



(
∂υk
∂t

+DQ[υk] + LQ[υk]− rυk
)(

υk(s,Q, t)−ΥQ
k (s,Q, t)

)
= 0

∂υk
∂t

+DQ[υk] + LQ[υk]− rυk 6 0 (s,Q, t) ∈ Ω

υk(s,Q, t) > ΥQ
k (s,Q, t)

υk(s,Q, T ) = q(T )(K − ST )+

(5.8)

where

DQ[υk] = α(ρ(t)− lnS)S
∂υk
∂S

+
1

2
σ2S2∂

2υk
∂S2

+ p

(
∂υk
∂Q

+ (K − S)+

)
LQ[υk] = λ

∫
R+

[υk(sz,Q, t)− υk(s,Q, t)]feJ (z)dz.

We can write (5.8) equivalently, as a Hamilton Jacobi Bellman variational for-
mulation{

min{rυk(s,Q, t)− ∂υk
∂t

(s,Q, t)−DQ[υk]− LQ[υk], υk(s,Q, t)−ΥQ
k (s,Q, t)} = 0

υk(s,Q, T ) = q(T )(K − S)+.

(5.9)

Boundary conditions

We specify next the boundary conditions for (5.9). In this case, besides the condi-
tions specified in (4.17)-(4.18) for the problem (4.16), we have to impose boundaries
conditions at Qmin = 0 and Qmax. For the sake of completeness, we recall also the
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boundary conditions given in (4.17)-(4.19)

υk(s,Q, 0) = 0, (5.10)

as S → 0 we set DQ[υk] = LQ[υk] = 0, (5.11)

as S → +∞ we set
∂2υk
∂s2

→ 0, (5.12)

as Qmax → +∞ we set
∂υk
∂Q
→ 0. (5.13)

For Q→ 0 no specific boundary condition is needed, since q(t) > 0 and the PIDE
(5.9) is first order hyperbolic in the Q direction.

5.2 Numerical solution

As in the previous chapter, we denote by mr(s, t) = α(ρ∗(t) − ln s)s and assume
that there exists c > 0 such that for all s, y ∈ R+, Q,O ∈ [0, Qmax] and t ∈ [0, T ]
we have ∫

R+

|z|2feJ (z)dz <∞ (5.14)

|mr(s, t)−mr(y, t)| 6 c|s− y| (5.15)

|ΥQ
k (s,Q, t)−ΥQ

k (y,Q, t)| 6 c|s− y| (5.16)

|ΥQ
k (s,Q, t)−ΥQ

k (x,O, t)| 6 c|Q−O| (5.17)

where ΥQ
k is given in (5.7).

Proposition 5.2.1. For all s ∈ R+, t ∈ [0, T ], Q,O ∈ [0, Qmax] and k = 1, ..., Ns,
there exists c > 0 such that

|υk(s,Q, t)− υk(s,O, t)| 6 c|Q−O|. (5.18)

Proof : we will prove the Lipschitz inequalities (5.17) and (5.18) concomitant,
using mathematical induction on k.
For k = 1 we get

|ΥQ
1 (s,Q, t)−ΥQ

1 (s,O, t)| 6 |φS(s, t)− φS(s, t)| 6 c|Q−O|

and similarly

|υ1(s,Q, t)− υ1(s,O, t) |6 c|Q−O|.

Second step: for k = 2, ..., Ns suppose that exists c > 0 such that ΥQ
k−1(s,Q, t) and

υk−1(s,Q, t) are Lipschitz in Q. Then

|ΥQ
k (s,Q, t)−ΥQ

k (s,O, t)| 6 |φS(s, t)− φS(s, t)|+ c E|Q(t+ δR)−O(t+ δR)|.
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We know that Q(t+ δR) = Q+ q(t+ δR) = Q+ pδR, so we get

|ΥQ
k (s,Q, t)−ΥQ

k (s,O, t)| 6 c|Q−O|.

Now for υk we have

|υk(s,Q, t)− υk(s,O, t)| 6 sup
(Q,τ)∈Tt,q,T

E
[
|ΥQ

k (s,Q, τ)−ΥQ
k (s,O, τ)|

]
6

6 c|Q−O|.

�

For the rest of the paper denote by Ω = R+ × [0, Qmax]× [0, T ] the closed domain
where our problem is defined and by Ω = R+ × [0, Qmax]× [0, T ).

Proposition 5.2.2. Continuity
Under the assumptions (5.14)-(5.17) the value function υk is continuous on Ω.

Proof: The proof follows from Proposition 4.4.5 and the Lipschitz condition
(5.18).

�

Next we give the definition of the viscosity solution associated to the HJB problem
(5.9).

Definition 5.2.1. The function υk ∈ C0(Ω) is a viscosity subsolution (super-
solution) of (5.9) if

min{rϕ(s,Q, t)− ∂ϕ

∂t
(s,Q, t)−DQ[ϕ]− LQ[ϕ], ϕ(s,Q, t)−ΥQ

k (s,Q, t)} 6 0

( > 0)

whenever ϕ ∈ C2(Ω) ∩ C2(Ω) and υk − ϕ has a global maximum (minimum) at
(s,Q, t) ∈ Ω.
The value function υk is a viscosity solution of (5.9) if it is a sub- and super-
solution.

In the definition above C2(Ω) was defined as

C2(Ω) =

{
ϕ ∈ C0(Ω)| sup

Ω

ϕ(s,Q, t)

1 + |s|2
<∞

}
.

We introduce next the modified parabolic superjet and subjet for the problem
(5.9). Given υk ∈ C0(Ω) and (s,Q, t) ∈ Ω we define

P2,+
Q υk(s,Q, t) = {(p0, p1, p2,M) ∈ R× R× R× R | υk(y, Z, l)− υk(s,Q, t) 6

6 p0(y − s) + p1(l − t) + p2(Z −Q) +
1

2
M(y − s)2 +

+o(|l − t|+ |Z −Q|+ |y − s|2) as (y, Z, l)→ (s,Q, t)
}
,

(5.19)
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and its closure

P2,+

Q υk(s,Q, t) =
{

(p0, p1, p2,M) = lim
n→∞

(p0,n, p1,n, p2,n,Mn),

with (p0,n, p1,n, p2,n,Mn) ∈ P2,+
Q υk(s,Q, t)

and lim
n→∞

(sn, Qn, tn, υk(sn, Qn, tn)) = (s,Q, t, υk(s,Q, t))
}
,

(5.20)

and the parabolic subjet P2,−
Q υk(s,Q, t) = −P2,+

Q υk(s,Q, t),

and its closure P2,−
Q υk(s,Q, t) = −P2,+

Q υk(s,Q, t).

We can give now the characterization of viscosity solutions in terms of superjet
and subjet.

Lemma 5.2.1. Let υk ∈ C2(Ω) be a viscosity supersolution (resp. subsolution)

of (5.9). Then for all (s,Q, t) ∈ Ω and ∀(p0, p1, p2,M) ∈ P2,−
Q υk(s,Q, t) (resp.

P2,+

Q υk(s,Q, t)), there exists ϕ ∈ C2(Ω) such that

min {−p1 + rυk(s,Q, t)−Dp0 [s,Q, t, p0, p2,M ]−

−L[υk(s,Q, t)], υk(s,Q, t)−ΥQ
k (s)

}
> 0

(resp. 6 0),

where

Dp0 [s,Q, t, p0, p2,M ] = mr(s,Q, t)p0 + pp2 + p(K − s)+ +
1

2
σ2s2M

L[υk(s,Q, t)] = λ

∫
R+

[υk(sz,Q, t)− υk(s,Q, t)] feJ (z)dz.

In Section 4.4 we showed that the main result which stands behind the existence
and uniqueness of a viscosity solution is the comparison principle.
We will assume here that a comparison principle also holds in the case of the
swing option problem with volume constrains. A proof of a comparison theorem is
behind the scope of our research. However, following Chen [25] we can give enough
arguments to show that such a principle holds for our problem.

We can view our two dimensional problem as a three dimensional degenerate
elliptic PIDE in the variable (s,Q, t) ∈ Ω. In this way, we are able to apply
the results from Barles et. al. [7], [8], who proved that the viscosity solution of
degenerate elliptic HJB equation with Dirichlet boundary conditions satisfy the
strong comparison result, if several assumptions on the boundary are satisfied.
Chen [25] showed that these assumptions hold for the gas storage problem, which
has a very similar formulation to the swing problem with volume constrains.

Consequently, we can make the following assumption, which is necessary to
ensure that a unique viscosity solution to equation (5.9) exists.
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Assumption 5.2.1. The swing option problem (5.9) and the associated boundary
conditions (5.10)-(5.13) satisfy a strong comparison result in Ω.

In the next section we introduce the penalty method and give the existence
theorem of a viscosity solution for the penalized equation. This problem will be
then discretized using finite differences.

5.2.1 Existence of solution for the penalized equation

In order to solve the problem (5.9) we will use the penalty method, which we have
presented in more detail in the Section 4.5.1.
Thus, instead of solving the system (5.9), we replace it by the following nonlinear
PIDE

∂υk
∂t

+DQ[υk] + LQ[υk]− rυk +
1

ε
max(ΥQ

k − υk, 0) = 0, (5.21)

where ε > 0.

Suppose that for all ε > 0 there exists a viscosity solution υε ∈ CI for the
problem (5.21). We will construct upper and lower limits for the approximating
υε, i.e.

υ(s,Q, t) = lim sup
(y,O,l)→(s,Q,t)

ε→∞

υε(s,Q, t), υ(s,Q, t) = lim inf
(y,O,l)→(s,Q,t)

ε→∞

υε(s,Q, t). (5.22)

Theorem 5.2.1. For all ε > 0 there exists a viscosity solution υε for the problem
(5.21) fulfilling

1. υε is locally bounded, uniformly with respect to ε.

2. The expression under the integral term in LQ[υk] is µ−bounded2.

Then υ and υ are respectively sub- and supersolutions for the problem (5.9).

Proof: we follow the lines of the proof presented by Amadori [2] in the case of
an obstacle problem and apply these results to the general swing option.
From the hypothesis 2 we get that υ ∈ USCI and υ ∈ LSCI , where USCI and
LSCI were defined in (2.37)-(2.38).
We will show next that υ is a subsolution for (5.9). Let (s,Q, t) ∈ Ω with
υ(s,Q, t) > ΥQ(s), (p0, p1, p2,M) ∈ P2,+

Q υ(s,Q, t), and we want to show that

min {−p1 + rυ(s,Q, t)−Dp0 [s,Q, t, p0, p2,M ]− L[υ(s,Q, t)], υ(s,Q, t)−Υk(s)} 6 0,
(5.23)

as in Lemma 5.2.1.
Following Amadori [2] we can find a sequence (sn, Qn, tn) converging to (s,Q, t),
as εn →∞ and (p0,n, p1,n, p2,n,Mn) ∈ P2,+

Q υεn(sn, Qn, tn) such that

2See Definition 2.5.1.



CHAPTER 5. SWING OPTIONS WITH VOLUME CONSTRAINS 103

(υεn(sn, Qn, tn), p0,n, p1,n, p2,n,Mn) approximates (υ(s,Q, t), p0, p1, p2,M). In par-
ticular we may assume that υεn(sn, Qn, tn) > ΥQ(sn). For all tn > 0 and since υεn
are subsolutions for (5.21) we have that

min {−p1,n + rυεn(sn, Qn, tn)−Dp0 [sn, Qn, tn, p0,n, p2,n,Mn]− L[υεn(sn, Qn, tn)],

υεn(sn, Qn, tn)−ΥQ(sn)
}

+
1

εn
(ΥQ(sn)− υεn(sn, Qn, tn))+ 6 0.

Passing to limit in the above inequation we get that (5.23) holds.

Next we prove that υ is a supersolution of (5.9). If υ(s,Q, t) > ΥQ(s) we may
conclude as in the previous step. Otherwise, if υ(s,Q, t) < ΥQ(s) we have to show
that P2,−

Q υ(s,Q, t) = ∅.
We will assume by contradiction that there exists (p0, p1, p2,M) ∈ P2,−

Q υ(s,Q, t)
such that we may approximate (υ(s,Q, t), p0, p1, p2,M) by means of a sequence
(υεn(sn, Qn, tn), p0,n, p1,n, p2,n,Mn), with (p0,n, p1,n, p2,n,Mn) ∈ P2,−

Q υεn(sn, Qn, tn)

and υεn solves (5.21). Moreover, since υ(s,Q, t) < ΥQ(s,Q, t) we may assume
without loss of generality that

υεn(sn, Qn, tn) 6 ΥQ(sn)− 1

2

(
ΥQ(s)− υ(s,Q, t)

)
.

Thus we get

min {−p1,n + rυεn(sn, Qn, tn)−Dp0 [sn, Qn, tn, p0,n, p2,nMn]− L[υεn(sn, Qn, tn)],

υεn(sn, Qn, tn)−ΥQ(sn)
}

+
1

εn
(ΥQ(sn)− υεn(sn, Qn, tn))+ >

>
1

εn
(ΥQ(sn)− υεn(sn, Qn, tn))+ >

1

2εn
(ΥQ(s)− υ(s,Q, t)).

By passing to limit we obtain the contradiction.

�

In the general swing pricing approach, we have two state variables (the spot price
St and the volume Q) in the partial differential formulation. Using the method
of characteristics, the two-factor problem (5.21) can be reduced to a one factor
problem at each time. The true option value is obtained by using linear interpo-
lation. Then the diffusion terms are discretized by finite differences. The idea of
this approach comes from the optimal tree harvesting decision problem presented
in Insley [54], which has a similar formulation to the HJB equation (5.9).
The integral term will be approximated by the recursion formula presented in Sec-
tion 4.5.2.

5.2.2 Discretization

We follow the same steps described in Section 4.5.1.

• The domain is discretized

[0,∞)× [0, Qmax]× [0, T ]→ [Smin, Smax]× [0, Qmax]× [0, T ];
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• An equidistant grid is generated: the S, Q and t -axis are divided into equally
spaced nodes at ∆S, ∆Q, respectively ∆t distance apart. In this way the
(S,Q, t) plan is divided into a mesh, with the grid points
(i∆S, n∆Q, j∆t) = (Si, Qn, tj) and i = 1, ..., I, n = 1, ..., N, j = 1, ..., J ;

• We define by3

υji,n = υ(Si, Qn, tj) = υ(i∆S, n∆Q, j∆t)

the solution of the swing option at the spot price node Si, for the accumulated
volume Qn and time tj.

The discretization of the equation (5.21) can be simplified by applying the method

of characteristics to
∂υ

∂t
− p ∂υ

∂Q
. This method will be discussed in the next secion.

Method of characteristics

In general, having more than one state variable considerably complicates the prob-
lem and the estimation of υ. However, through the method of characteristics we
are able to simplify the solution. For more details about this approach we refer to
Morton and Mayers [79].

Consider some function U(X, t) with

dU

dt
=
∂U

∂t
+
∂U

∂X

dX

dt
. (5.24)

If U satisfies the equation

∂U

∂t
+ a(X, t)

∂U

∂X
= 0, (5.25)

then from (5.24) we have that
dU

dt
= 0 along the characteristic curves defined by

dX

dt
= a(X, t).

If we consider the simple case where a(X, t) = ct = a, then the solution to (5.25)
is

U(X, t) = U(X − at, 0). (5.26)

This can be verified by taking the total derivative of U(X − at, t) and observing
that dU = 0 when Xt = a and t = 0.
In the case when a(X, t) 6= ct we can approximate equation (5.26) in discrete time
by

U(Xn, tj+1)− U(Xn − a(Xn, tj+1)∆t, tj)

∆t
+O(∆t) = 0. (5.27)

3From now on we will drop the indices k from the value function υk, not to cause any confusion
with the discretization indices.
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Now we rewrite the penalized PIDE for our problem in a more convenient way

∂υ

∂t
− p ∂υ

∂Q
= (r + λ)υ − α(ρ∗(t)− lnS)S

∂υ

∂S
− 1

2
σ2S2 ∂

2υ

∂S2
− p(K − S)+ −

−λ
∫

R+

υ(sz,Q, t)feJ (z)dz − 1

ε
max(ΥQ − υ, 0).

(5.28)

Note that the left hand of the equation (5.28) looks similar to the left hand of
the equation (5.27), considering a(X, t) = −p, X = Q and U = υ. Moreover, the
right hand side of the equation (5.28) has only derivatives with respect to S. This
observation allows us to approximate the two factor nonlinear equation (5.21) by
solving a series of one dimensional PIDEs. These equations exchange information
at each time step throughout a linear interpolation operation.

Within each timestep, the problem (5.21) is solved using the characteristic
approach for a fixed Qn. Applying as in the previous chapter the θ-scheme dis-
cretization, we get

υ(Si, Qn, tj+1)− υ(Si, Qn + p∆t, tj)

∆t
+

+θ

[
σ2S2

i

2

υji+1,n − 2υji,n + υji−1,n

(∆S)2
+ α(tj)Si

υji+1,n − υ
j
i−1,n

2∆S
− (r + λ)υji,n+

+p(K − Si)+ + λJumpυji,n)
]

+

+(1− θ)

[
σ2S2

i

2

υj+1
i+1,n − 2υj+1

i,n + υj+1
i−1,n

(∆S)2
+ α(tj+1)Si

υj+1
i+1,n − υ

j+1
i−1,n

2∆S
−

−(r + λ)υj+1
i,n + p(K − Si)+ + λJumpυj+1

i,n

]
+

1

ε
(ΥQ

i − υ
j
i ) = 0, (5.29)

where Jumpυi is the approximation of the integral term (see Section 4.5.2).
Rearranging the terms, equation (5.29) can be rewritten as

υ(Si, Qn, tj+1)− υ(Si, Qn + p∆t, tj) =

−υji+1,nθ∆tai − υ
j
i−1,nθ∆tbi + υji,nθ∆t(ai + bi + r + λ)−

−υj+1
i+1,n(1− θ)∆tai − υj+1

i−1,n(1− θ)∆tbi + υj+1
i,n (1− θ)∆t(ai + bi + r + λ)−

−p∆t(K − Si)+ − θ∆tλJumpυji,n − (1− θ)∆tλJumpυj+1
i,n −

∆t

ε
(ΥQ

i − υ
j
i ),

(5.30)

where ai and bi were defined in (4.63)-(4.65) and they satisfy the positive coefficient
condition (4.66).

Let Φ be a linear operator of interpolation (of any order) such that

(Φυj)i,n = υ(Si, Qn + p∆t, tj) + interpolation error. (5.31)
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Then we can write the discrete equation (5.30) in matrix form

[I − (1− θ)∆tA] υj+1 + (1− θ)∆tλJumpυj+1 =

= Φυj + θ∆tAυj − θ∆tλJumpυj − p∆tgi − P j(ΥQ − υj),

where A was defined in (4.79), Jump is the jump matrix, gi is the payoff vector
(K − S)+ and P j is the penalty matrix given by

(P j)i,i =

{
1
ε
, if υj < ΥQ

0, otherwise .
(5.32)

In order to avoid algebraic complication, we will only use the implicit dis-
cretization (θ = 1) in this section. In this case, the penalized discretization takes
the following form

−υj+1 + Φυj + ∆tDυj − P j(ΥQ − υj)− p∆tgi = 0, (5.33)

where D = A− λJump.

Following Insley et. al. [55] we can give the following important remark.

Remark 5.2.1. If we use linear interpolation, the interpolation matrix Φ has the
property that its entries are non-negative and all row sums are 1.

5.2.3 Convergence analysis

As the equation (5.33) is nonlinear, the solution of the (5.21) may not be unique.
Thus, it is important to ensure that the numerical scheme converges to the unique
viscosity solution.
If a strong comparison result holds for the PIDE (5.21), Barles [5] and Briani et. al.
[20] proved that, if the numerical scheme is also stable, consistent and monotone
then it will converge to the unique viscosity solution. We will show next that the
implicit discretization scheme (5.33) satisfies these properties.
Recall the notations from Chapter 4, υ̃ = (υji , υ

j+1
i , υjγi , υ

j+1
γi

) and γi ∈ {i−1, i+1}.

Proposition 5.2.3. Monotonicity
The fully implicit discretization of the scheme (5.33) is monotone independent of
the choice of ∆t.

Proof: Observing that

• D is a M-matrix (see Remark 4.5.2), therefore ∆tDυji,n is an increasing func-

tion of υji,n, and a decreasing function of υjγi,n,

• Φυji,n is an increasing function of υji,n (see Remark 5.2.1),

• the penalty matrix P j is positive, thus −P j(ΥQ−υj) is an increasing function
of υji,n,
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we get that the discretization (5.33) is monotone based on Definition 4.5.1.

�

Proposition 5.2.4. Stability
The scheme (5.33) is unconditionally stable for any ∆S,∆t > 0.

Proof: for this proof we will use the equivalent discrete formulation of (5.33).
Denote by SDQ the scheme without jumps

SDQ = −υj+1
i,n +

∑
i,n

wi,nυ
j
i,n + (ai + bi + r + λ)∆tυji,n − ai∆tυ

j
i+1,n −

−bi∆tυji−1,n − p∆t(K − Si)+ − P j(ΥQ
i,n − υj), (5.34)

where wi,n are the linear interpolation weights.
Chen and Insley [26] proved in the case of the tree harvesting problem, that the
stability property is equivalent to showing that

‖υj‖∞ 6 max
{
‖υj+1‖∞, ‖ΥQ‖∞

}
. (5.35)

Let k be an index such that |υjk,n| = ‖υjn‖∞. From (5.34) we have

‖υjn‖∞(1 + (r + λ)∆t+ (P j)k,k) 6 ‖υj+1‖∞ + (P j)k,k‖ΥQ‖ (5.36)

and rearranging we get

‖υjn‖∞ 6 max
{
‖υj‖∞, ‖ΥQ‖

} 1 + (P j)k,k
1 + (r + λ)∆t+ (P j)k,k

. (5.37)

Hence we get the desired inequality

‖υj‖∞ 6 max
{
‖υj+1‖∞, ‖ΥQ‖∞

}
. (5.38)

Now together with the monotonicity of the integral term (Proposition 4.5.4) we
obtain the stability of the scheme (5.33).

�

Next we introduce the following operator

GQ(υ̃, Jumpυj) =
υ(Si, Qn, tj+1)− υ(Si, Qn + p∆t, tj)

∆t
+

+

[
σ2S2

i

2

υji+1,n − 2υji,n + υji−1,n

(∆S)2
+ α(tj)Si

υji+1,n − υ
j
i−1,n

2∆S
− (r + λ)υji,n+

+p(K − Si)+ + λJumpυji,n)
]

+
1

ε
(ΥQ

i − υ
j
i ).
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Proposition 5.2.5. Consistency
The finite difference scheme GQ is locally consistent if we have∣∣GQ(υ̃, Jumpυj)−(

∂υ

∂t
+DQ[υ] + LQ[υ]− (r + λ)υ +

1

ε
max(ΥQ − υ, 0)

)
(S,Q, t)

∣∣∣∣→ 0

when (∆S,∆Q,∆t)→ 0 and (Si, Qn, tj)→ (S,Q, t).

Proof: the proof follows from (5.27) and Proposition 4.5.6.

�

Theorem 5.2.2. Convergence of the finite difference scheme
If the scheme (5.33) is monotone, stable, consistent, the approximation of the in-
tegral is monotone and the equation (5.21) satisfies the strong comparison result,
then as (∆S,∆Q,∆t) → 0, the solution υ of the scheme (5.33) converges locally
uniformly to the unique continuous viscosity solution of the problem (5.21).

Proof: We will give the main ideas of the proof. We will follow the lines of the
proof presented by Briani [19] for a simple European option under a jump-diffusion
process.
The hypothesis of the theorem are satisfied according to Proposition 5.2.3, Propo-
sition 5.2.4, Proposition 5.2.5, respectively Proposition 4.5.4. Moreover from As-
sumption 5.2.1 the equation (5.21) satisfies the strong comparison result.

Then let υ and υ be defined by

υ(s,Q, t) = lim inf
(∆S,∆Q,∆t)→0

(i∆S,n∆Q,j∆t)→(s,Q,t)

υji,n, (5.39)

υ(s,Q, t) = lim sup
(∆S,∆Q,∆t)→0

(i∆S,n∆Q,j∆t)→(s,Q,t)

υji,n. (5.40)

We will first prove that υ and υ are respectively sub- and supersolutions of the
problem (5.33). Thus, we will be able to conclude that υ = υ = υ and together
with the equations (5.39) and (5.40) we will get local uniform convergence.
We will only give the proof for υ, the one for υ is similar.
We want to prove that υ ∈ USCI and that it is a subsolution to our problem, i.e.
for all ϕ ∈ C2,1,1(Ω)∩C2(Ω) such that υk−ϕ has a global maximum at (s,Q, t) ∈ Ω,
we have

∂ϕ

∂t
(s,Q, t) +DQ[ϕ](s,Q, t) + LQ[ϕ](s,Q, t)− rϕ(s,Q, t) +

+
1

ε
max(ΥQ

k (s)− ϕ(s,Q, t), 0) 6 0.

In order to show that υ ∈ USCI , we have to prove that υ satisfies the three
conditions from (2.37):
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1. υ is upper semicontinuous, i.e.

lim sup
(y,O,l)→(s,Q,t)

υ(y,O, l) 6 υ(s,Q, t), (5.41)

where (y,O, l) ∈ Ω. By definition of υ we have that

υ(y,O, l) = lim sup
(∆S,∆Q,∆t)→0

(i∆S,n∆Q,j∆t)→(y,O,l)

υji,n,

therefore, it exists ε > 0 and (i, n, j) such that

υ(y,O, l)− ε 6 υji,n

and taking lim sup for (∆S,∆Q,∆t) → 0 and (i∆S, n∆Q, j∆t) → (s,Q, t)
we get

υ(y,O, l)− ε 6 υ(s,Q, t).

As ε was chosen arbitrary, we obtain (5.41).

2. υ is locally bounded. This condition is obtained by the solution of the
scheme. From (5.2.4) we know that the solution is bounded, independently
of (∆S,∆Q,∆t). Thus, let Y ∈ Ω be a compact set. Then there exists a
constant AY such that

|υji,n| 6 AY , ∀i, n, j such that (i∆S, n∆Q, j∆t) ∈ Y ⇒
⇒ |υ(s,Q, t)| 6 AY , ∀(s,Q, t) ∈ Y.

3. M(υ(sz,Q, t), υ(s,Q, t)) has an upper µ−bound in (s,Q, t). In our case M is
given by the difference under the integral term in LQ[υ] which is clearly Lip-
schitz. Therefore, according to Definition 2.5.1, we have an upper µ−bound.

We still need to prove that υ is a viscosity subsolution. Let (s,Q, t) be a strict
maximum for υ − ϕ on Ω and ϕ ∈ C2,1,1(Ω) ∩ C2(Ω).
We can assume that υ(s,Q, t) = ϕ(s,Q, t) and that

υ(s,Q, t)− ϕ(s,Q, t) 6 0 = υ(s,Q, t)− ϕ(s,Q, t) in Ω.

Then using the consistency of the scheme (Proposition 5.2.5), the monotonicity
(Proposition 5.2.3) and the monotonicity of the approximating integral (Proposi-
tion 4.5.4) we get the desired result

∂ϕ

∂t
(s,Q, t) +DQ[ϕ](s,Q, t) + LQ[ϕ](s,Q, t)− rϕ(s,Q, t) +

+
1

ε
max(ΥQ

k (s)− ϕ(s,Q, t), 0) 6 0.
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The solution to the discrete penalized problem (5.33) can be found using the gen-
eralized Newton iteration. We choose as before, the initial guess to be υ0 = υj+1.
Then the (l + 1)-th iterant is given by

υ̂l+1 =
(

Φ + θ∆tA+ P̂ l
)−1 [

υj+1 + p∆tgi + θ∆tλJumpυ̂l + P̂ lΥ
]
. (5.42)

Finally, we can give the result which shows that the iteration (5.42) converges to
the unique viscosity solution of the equation (5.33).

Theorem 5.2.3. Convergence of the penalty iteration
Let A, Jump and P̂ j be given by (4.79), (4.75), respectively (5.32) and ai, bi satisfy
the positive coefficient condition (4.66) for all i. Then the iteration (5.42) converges
to the unique solution of (5.33) for any initial iterate υ̂0.

Proof: we have showed in Section 5.2.2 that by using the method of character-
istics, the problem (5.33) can be approximated by a sequence of one dimensional
problems. Thus, it is trivial to show that the convergence of scheme (5.42) reduces
to the convergence problem proved in Theorem 4.5.2.

�



Chapter 6

Conclusion

The aim of this thesis was to solve numerically the problem of pricing swing deriva-
tives in the electricity market. We investigated two types of swing options: first,
options that included a refraction period in their formulation and in the second
part, swing options with variable volume.

The first question was to find a suitable stochastic model which could describe
the electricity price dynamics and that could also be used for pricing swing deriva-
tives. We proposed a mean-reverting double exponential jump diffusion model,
which is new in the context of swing option valuation. In Chapter 3, we showed
that this model is able to reproduce the observed characteristics of the power prices,
like mean-reversion, seasonality and jumps. The seasonality function captured the
annual and weekly patterns and it was estimated using data from two different
energy markets. The jumps from this model followed a double exponential dis-
tribution, which reproduced the intensity and size of the positive and also of the
negative jumps observed in the market prices.
The model calibration was performed from the deseasonalized data, using the Max-
imul Likelihood Estimation. The simulation results showed that the proposed
model reproduces the observed electricty data accurately.

In Chapter 4, we solved the problem of valuating swing options with refraction
times. Pricing of such options is very challenging, because they have no analytical
solution, and thus, numerical methods have to be used. We showed that the pric-
ing problem under the double exponential jump diffusion model could be written
as a partial integro-differential complementarity problem, which we solved within
the framework of viscosity solutions. We applied the penalty method, and trans-
formed the PIDCP into a nonlinear partial integro-differential equation, which we
discretized by finite differences. One main difficulty arised due to the jumps in the
spot model, which introduced an integral term into the complementarity problem.
However, by using the double exponential jump formulation, we were able to ap-
proximate this integral term by a recursion formula. This types of formulas were
developed for the Kou model in the context of American option pricing. We have
showed in this thesis that these recursive procedure can be also applied to our par-
ticular electricity price model, and they can be used for pricing swing derivatives.
We were thus able to prove that the finite difference scheme is monotone, stable
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and consistent. This led us to the convergence of the numerical scheme.
Finally, we showed that the discretized penalized equation can be solved iteratively,
as long as the convergence to the viscosity solution was guaranteed.

The numerical results showed that the pricing algorithm performs well. We
computed the value of the swing option for different parameter values, and got
similar results as Kluge [64] in his thesis.
The computation times are quite large, and thus our algorithm is not fast enough
to be used in practice. However, as we used a simple MATLAB implementation, we
believe that the speed of the algorithm can be improved by using a more performant
programming language.

In the last part of the thesis the main question we wanted to answer was if
the developed numerical approach presented before, could be also applied to swing
options with variable volume. The difficult part arised due to the new volume vari-
able in the integro-differential complementarity formulation. In order to simplify
this two dimensional problem, we applied the method of characteristics, which re-
duced this problem to solving a series of one dimensional partial-integro differential
equations. In this way, we were able to apply the penalty method, and to prove
the existence of the viscosity solution for the nonlinear penalized equation. Then
we discretized the problem by finite differences, and we approximated the integral
term by using the recursion formula. We solved the resulting problem iteratively
and we showed that the penalty iteration is convergent.

This work could be extended in several ways. Firstly, a natural extension to
the spot price model would be to include stochastic volatility, or to model the
seasonality as a stochastic process. Thus, the model could be able to fit better the
market data. However, it might be more difficult to apply the numerical approach
proposed here for swing option pricing.
It would be also interesting to include penalty functions into the pricing problem.
These penalties are applied if the overall energy volume purchased until maturity,
exceeds the predefined quantity set in the contract. In this case, the optimal
exercise strategy will not be of a bang-bang type, and it should be determined
additionally to the option value.

In practice, swing options have a large number of exercise rights, so it would be
desirable to have faster computing times. As we stated before, our algorithm could
be optimized, to accelerate the computational time. To our knowledge, at the mo-
ment only the Monte Carlo methods are used for valuing swing options in practice.
However, these methods exhibit slow convergence, and it would be desirable to use
numerical methods with a faster convergence and acceptable computing times.



Appendix A

Solution to the SDE (3.6)

In this section we will present the main steps for finding the solution to the log-spot
price equation

lnSt = f(t) +Xt

dXt = −αXtdt+ σdWt + JdNt (A.1)

We first rewrite the log-price process in terms of Xt

Xt = lnSt − f(t).

By taking Yt = eαtXt, we can rewrite the last equation as

eαtdXt = −αeαtXtdt+ σeαtdWt + eαtJdNt.

We apply Itô’s lemma (2.28) to Yt and show that

dYt = eαtdXt + αeαtXtdt ⇐⇒ Yt = Y0 +

∫ t

0

eαzdXz + α

∫ t

0

eαzXzdz.

Given that

Yt = eαtXt = Y0 +

∫ t

0

eαzdXz + α

∫ t

0

eαzXzdz,

we obtain the solution for Xt as

Xt = e−αtX0 + σe−αt
∫ t

0

eαsdWs + e−αt
∫ t

0

JeαzdNz −

−e−αtα
∫ t

0

Xzdz + αe−αt
∫ t

0

eαzXzdz.

Finally, the solution for the process Xt can be written as

Xt = e−αtX0 + σe−αt
∫ t

0

eαzdWz + e−αt
∫ t

0

JeαzdNz (A.2)

and in terms of log-prices

lnSt = f(t) + e−αt(lnS0 − f(0)) + σe−αt
∫ t

0

eαzdWz + e−αt
∫ t

0

JeαzdNz. (A.3)
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Expectation and variance

Applying the expectation operator E to equation (A.3) we get

E[lnSt] = f(t) + e−αt(lnS0− f(0)) + σe−αtE
[∫ t

0

eαzdWz

]
+ e−αtE

[∫ t

0

JeαzdNz

]
.

From the general properties of a Wiener process (see Section 2.2.1) we have
that the first integral disappears. For the second integral we use the results from
Section 2.4, and we define

Mt = Nt − λt. (A.4)

From Theorem 2.4.1 we have that Mt is a martingale. Thus, we get

J

∫ t

0

eαzdMz = J

∫ t

0

eαz(dNz − λdz) (A.5)

is a martingale as well. That means

J

∫ t

0

eαz(dNz − λdz) = 0,

and thus,

J

∫ t

0

eαzdNz = J

∫ t

0

eαzλdz = 0.

Taking in account that J and Nt are independent, we have

E
[
ln J

∫ t

0

eαzdNz

]
= E [J ] E

[∫ t

0

eαzdNz

]
=

(
p

η1

− q

η2

)
λ

α
(eαt − 1),

where for the computation of E[J ] we used the double exponential density function

fJ(z) = pη1e
−η1z1{z>0} + qη2e

η2z1{z<0}. (A.6)

Then, we obtain the expectation of the process lnSt

E[lnSt] = f(t) + e−αt(lnS0 − f(0)) +

(
p

η1

− q

η2

)
λ

α
(1− e−αt). (A.7)

Next we will derive the variance of the process (A.3) in a similar way.

Var[lnSt] = e−2αtσ2Var

[∫ t

0

eαzdWz

]
+ e−2αtVar

[∫ t

0

JeαzdNz

]
. (A.8)

Using once again the properties from Section 2.2.1 we have

Var

[∫ t

0

eαzdWz

]
=

1

2α
(e2αt − 1).
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For the second integral in (A.8) we have

Var

[∫ t

0

ln JeαzdNz

]
= E

[(∫ t

0

ln JeαzdNz

)2
]
−
(

E
[∫ t

0

ln JeαzdNz

])2

.

Using the properties introduced in Section 2.4 we have that
E[J2] = Var[J ] + E2[J ] and (dNt)

2 = λdt, and so we get

E

[(∫ t

0

JeαzdNz

)2
]

= E[(J)2]E
[∫ t

0

e2αzλdz

]
=

(
2p

η2
1

+
2q

η2
2

)
λ

α
(e2αt − 1),

and (
E
[∫ t

0

JeαzdNz

])2

=

(
p

η1

− q

η2

)2(
λ

α

)2

(eαt − 1)2.

Thus, the variance of the process lnSt is

Var[lnSt] =
σ2

2α
(1− e−2αt) +

(
2p

η2
1

+
2q

η2
2

)
λ

α
(1− e−2αt) +

+

(
p

η1

− q

η2

)2(
λ

α

)2

(1− e−αt)2. (A.9)
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A.1 Positive coefficient condition algorithm

• If ai,c > 0 and bi,c > 0,

then ai = ai,c.

• ElseIf bi,f > 0,

then ai = ai,f .

• Else ai = ai,b .

Discretization functions (consistency)

Gji (υ̃, Jumpυji , θ) =
υj+1
i − υji

∆t
+ θ

[
σ2S2

i

2

υji+1 − 2υji + υji−1

(∆S)2
+

+ α(tj)Si
υji+1 − υ

j
i−1

2∆S
− (r + λ)υji + λJumpυji

]
+

+ (1− θ)

[
σ2S2

i

2

υj+1
i+1 − 2υj+1

i + υj+1
i−1

(∆S)2
+ α(tj+1)Si

υj+1
i+1 − υ

j+1
i−1

2∆S

− (r + λ)υj+1
i + Jumpυji

]
+

1

ε
max(Υi − υji , 0).

GDji (υ̃, θ) = θ

[
σ2S2

i

2

υji+1 − 2υji + υji−1

(∆S)2
+ α(tj)Si

υji+1 − υ
j
i−1

2∆S
−

− (r + λ)υji
]

+ (1− θ)

[
σ2S2

i

2

υj+1
i+1 − 2υj+1

i + υj+1
i−1

(∆S)2
+

+ α(tj+1)Si
υj+1
i+1 − υ

j+1
i−1

2∆S
− (r + λ)υj+1

i

]
.

GJ j
i (Jumpυj) = θλJumpυji + (1− θ)λJumpυj+1

i .

GPji (P j) =
1

ε
max(Υi − υji , 0).



Appendix B

The determination of the PIDCP
with volume constraints

Next we will develop the LCP for the general swing option problem. For simplicity,
we will work under a model which does not include jumps and derive the partial dif-
ferential pricing equation. Due to the volume variable in the problem formulation,
we will have to deal with a two state variable partial differential equation.

We will use the delta hedging procedure, described in Chapter 2. In order to
find the arbitrage-free price of the option we need to introduce another option
V1(S, t), with the same underlying S, and expiration date T1. Then we set up a
self-financing hedged portfolio containing ∆1 options with expiration date T1. For
more details about this procedure we refer to Björk [17].

The portfolio’s value at time t is given by

Πt = υk −∆1V1.

The variation of the value function is given by applying Itô’s lemma for the mul-
tivariate case (2.4) to υk(S,Q, t), plus the cash flow acquired in the time interval
(t, t+ δR)

dυk =
∂υk
∂t

dt+
1

2
σ2S2∂

2υk
∂S2

dt+
∂υk
∂S

dS +
∂υk
∂Q

dQ+ (K − S)+dQ. (B.1)

In order to determine dQ we first recall that the holder of the option has Ns swing
rights, and consequently there will be maximum NsδR refraction periods during
[0, T ]. Thus, during the interval (t, t+ δR) we will have

Q(t+ δR) = Q(t) + pδR , p ∈ {pmin, pmax}

Moving to continuous time formulation and taking the limit δR → 0 we have

dQ = pdt. (B.2)

Now the change in the portfolio is given by

dΠ =
∂υk
∂t

dt+
1

2
σ2S2∂

2υk
∂S2

dt+
∂υk
∂S

dS + p
∂υk
∂Q

dt+ p(K − S)+dt−

−∆1

(
∂V1

∂t
dt+

1

2
σ2S2∂

2V1

∂S2
dt+

∂V1

∂S
dS

)
.
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In this equation we have an unpredictable component due to dWt in dSt. In order
to remove this term, we choose

∆1 =
∂υk
∂S

/
∂V1

∂S
=
∂Sυk
∂SV1

. (B.3)

With this choice of the hedging, the portfolio becomes risk-free and by the
absence of arbitrage, it cannot earn more or less than the risk-free rate r

dΠt = rΠtdt, (B.4)

and substituting the value of ∆1 from (B.3), we get

∂υk
∂t

+ σ2S2

2
∂2υk
∂S2 + α(ρ(t)− lnS)S ∂υk

∂S
+ p∂υk

∂Q
+ p(K − S)+ − rυk

∂Sυk
=

=
∂V1

∂t
+ σ2S2

2
∂2V1

∂S2 + α(ρ(t)− lnS)S ∂V1

∂S
− rV1

∂SV1

.

As υk and V1 are an arbitrary pair of derivative contracts, both sides of the equation
are independent of the maturity date and hence equal a function dependent only
on t and S. Thus, we can write

∂υk
∂t

+ σ2S2

2
∂2υk
∂S2 dt+ α(ρ(t)− lnS)S ∂υk

∂S
+ p∂υk

∂Q
+ p(K − S)+ − rυk

∂Sυk
= −α̂(t)

where α̂(t) is the drift of the price process in the risk-neutral world, see (3.12).
Therefore the delta-hedging argument shows that the market price of risk is the
same for all contingent claims depending on S.

Multiplying by ∂Sυk and rearranging we get

∂υk
∂t

+
σ2S2

2

∂2υk
∂S2

dt+ α̂(t)S
∂υk
∂S

+ p

(
∂υk
∂Q

+ (K − S)+

)
− rυk = 0. (B.5)

Thus the linear complementarity formulation for the swing value under a simple
mean-reverting process yields1

(
∂υk
∂t

+DQ[υk]− rυk
)(

υk(s, t)−ΥQ
k (s,Q, t)

)
= 0

∂υk
∂t

+DQ[υk]− rυk 6 0 (s,Q, t) ∈ Ω

υk(s,Q, t) > ΥQ
k (s,Q, t)

υk(s,Q, T ) = q(T )(K − ST )+

(B.6)

where

DQ[υk] = α(ρ(t)− lnS)S
∂υk
∂S

+
1

2
σ2S2∂

2υk
∂S2

+ p

(
∂υk
∂Q

+ (K − S)+

)
.

1We will use the original notations for the parameters, but remark that they might have
different values in the risk neutral world, as discussed in Section 3.2.1.



119



120 APPENDIX

Appendix C

Abbreviations and notations

DPP − Dynamic Programming Principle

HJB − Hamilton-Jacobi-Bellman

OU − Ornstein-Uhlenbeck process

PDE − Partial Differential Equation

PIDE − Partial Integro-Differential Equation

SDE − Stochastic Differential Equation

a.a. − almost all

a.s. − almost surely

e.g. − for example

et. al. − et alia (and others)

etc. − et cetera (and so on)

i.e. − that is

i.i.d. − independent identically distributed

ln − natural logarithm

std. − standard deviation

resp. − respectively

f+ = max(f, 0)

x ∨ y = max(x, y)

x ∧ y = min(x, y)

R+ = [0,∞)

1A − indicator function, with 1A(x) =

{
1 if x ∈ A,
0, if x /∈ A

C0[a, b] − set of continuous functions on [a, b]

C1[a, b] − set of continuously differentiable functions on [a, b]

E − expectation value

P − probability measure

Var − variance
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